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The financial technology service industry involves a large number of image and text 

information processing tasks. By automatically processing images and text information, 

financial institutions can greatly reduce labor costs, improve overall operational efficiency, 

and help financial institutions identify and predict risks more accurately, thereby improving 

risk management capabilities. The existing image symbol recognition and scene text 

detection methods may be affected in terms of recognition accuracy when processing 

complex scenes, low-resolution images or texts affected by obstacles, distortions and other 

factors. To this end, this study conducts an in-depth study on the application of deep 

learning-based intelligent image recognition in financial technology services. It elaborates 

the application scenarios of image symbol recognition and scene text detection in financial 

technology services. The ASTER model is improved, and the combination of attention 

mechanism sequential decoding can effectively capture local information and global 

dependencies in the feature sequence, thereby improving the recognition accuracy of the 

image symbol recognition model. By focusing on the center point position information of 

the text, pixels with the same center point are aggregated to reduce the interference between 

adjacent texts to some extent, achieving more accurate text segmentation. Experimental 

results validate the effectiveness of the method in this study. 
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1. INTRODUCTION

With the rapid development of technologies such as the 

Internet, big data, and artificial intelligence, the financial 

technology service industry is undergoing unprecedented 

changes [1-4]. In this process, deep learning-based intelligent 

image recognition technology has attracted widespread 

attention as an important computer vision technology [5-11]. 

The financial technology service industry involves a large 

number of image and text information processing tasks, such 

as customer identity verification, loan approval, and credit 

evaluation. By automatically processing images and text 

information, financial institutions can greatly reduce labor 

costs, improve overall operational efficiency, and help 

financial institutions identify and predict risks more accurately, 

thereby improving risk management capabilities [12-23]. 

Therefore, the application of deep learning technology will 

bring tremendous changes to the financial technology service 

industry. Studying the application of deep learning-based 

intelligent image recognition in the financial technology 

service industry is conducive to promoting the development of 

the entire industry and improving the popularity and 

accessibility of financial services. 

In recent years, deep convolutional neural networks have 

shown superior performance in visual tasks such as image 

classification. Based on the deep architecture. Zhu et al. [24] 

designed a new method to deal with automated financial 

recognition problems, namely identifying value-added tax 

invoices, financial-related documents and other financial-

related images. The method includes three steps: First, the 

original image is preprocessed, and the enhanced image is 

separated into four patches for further processing; therefore, 

the resulting image blocks will be the input for the deep 

convolutional neural model used for training purposes; In the 

last step, the final classification is determined using the four 

predicates obtained from the previous step. The experimental 

results show that this method can perform high-performance 

financial image classification. Financial notes are promissory 

notes or bills issued to obtain money financing without reason. 

Financial study identification system is a hot issue in the 

current document analysis and recognition system. It covers a 

series of processes such as study classification, image 

processing, character segmentation and recognition, file image 

compression, etc. Tian et al. [25] studied multiple aspects of 

the financial bill recognition system. On this basis, a financial 

bill recognition system with application value has been 

established. Through substantial experimental testing and 

actual application, this method has better classification 

performance and higher processing efficiency. It has been 

widely used in bank note recognition processing systems. 

Zhang et al. [26] first analyzed the different characteristics of 

482 kinds of financial bills, divided various financial bills into 

three categories, and proposed different recognition modes for 

each category. These recognition modes can meet almost all 

types of financial bill recognition needs. Secondly, for the 

fixed format types of financial bills (accounting for 68.27% of 
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the total bill types), a simple and efficient network called 

Faster R-CNN-based Financial Bill Fast Detection Network 

(FTFDNet) is proposed. In addition, in order to obtain higher 

recognition accuracy based on the characteristics of financial 

bill text, improvements were made to the loss function, region 

proposal network (RPN) and non-maximum suppression 

(NMS) to make FTFDNet pay more attention to text. 

Although image symbol recognition and scene text 

detection have achieved some success in financial technology 

services, there are still some deficiencies and challenges. The 

existing image symbol recognition and scene text detection 

methods may be affected in terms of recognition accuracy 

when processing complex scenes, low-resolution images or 

texts affected by obstacles, distortions and other factors. This 

may lead to errors in financial business processing, thereby 

affecting customer satisfaction and business efficiency. The 

images and text data in financial business processing are often 

affected by factors such as noise, blur, and illumination. The 

existing recognition methods have limited robustness to these 

interference factors, which may lead to reduced recognition 

performance. To this end, this study conducts an in-depth 

study on the application of deep learning-based intelligent 

image recognition in financial technology services. Chapter 2 

of the article elaborates the application scenarios of image 

symbol recognition and scene text detection in financial 

technology services. The ASTER model is improved, and the 

combination of attention mechanism sequential decoding can 

effectively capture local information and global dependencies 

in the feature sequence, thereby improving the recognition 

accuracy of the image symbol recognition model. Chapter 3 of 

the article aggregates pixels with the same center point by 

focusing on the center point position information of the text, 

reducing the interference between adjacent texts to some 

extent, achieving more accurate text segmentation. 

Experimental results validate the effectiveness of the method 

in this study. 

 

 

2. IMAGE CHARACTER RECOGNITION 

APPLICATIONS 

 

Image symbol recognition and scene text detection have 

many application scenarios in financial technology services. 

These technologies enable financial institutions to process 

various types of data more effectively, improve service quality 

and customer satisfaction. Banks can use image symbol 

recognition technology to automatically identify and process 

information on checks, such as date, amount, signature, etc. 

This automated processing can improve efficiency, reduce 

errors and lower labor costs. Financial institutions can use 

scene text detection technology to identify and process key 

information on invoices, such as invoice numbers, purchase 

dates, amounts, etc. This helps to improve the processing 

speed and accuracy of reimbursement, auditing and other 

businesses. Image symbol recognition and scene text detection 

technologies can help financial institutions automatically 

process information on credit card bills, such as transaction 

details, fees, etc. This can help improve the accuracy and 

efficiency of bill processing. These technologies can also be 

used to automatically identify and process key terms and 

conditions in contracts, thereby improving the efficiency of 

contract review and management. 

In the application scenarios of financial technology services, 

high requirements are placed on the accuracy and speed of 

image symbol recognition. Figures 1 and 2 show the encoding 

and decoding processes of the ASTER model. This study 

improves the ASTER model. The combination of attention 

mechanism sequential decoding can effectively capture local 

information and global dependencies in the feature sequence, 

thereby improving the recognition accuracy of the model. The 

optimized decoding process is shown in Figure 3. At the same 

time, by introducing the connectionist temporal classification 

(CTC) decoding process, the feature sequence can be aligned 

and corrected during the training process, which helps to 

accelerate the convergence of the model. This is of great 

significance for financial technology service scenarios that 

require rapid response and processing. By combining the 

attention mechanism and CTC decoding process, the improved 

ASTER model can better deal with factors such as noise, 

occlusion, and distortion in the image, and improve the 

recognition performance of the model in complex scenes. 

In this study, the mapping from the attention sequence to the 

sequence model is realized by constructing a unidirectional 

recursive network. The network model continuously iterates to 

generate a symbol sequence with an interval of Y, represented 

by (t1,...,ty). The decoder first needs to calculate the attention 

depth. Assuming that the variable weights that can be used for 

model training are represented by μ, Q, and C, syEb, the 

attention mechanism is given by the following formula: 
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Taking the above variable weights as the basic parameters, 

the calculation process of the decoder can continuously 

linearly convert the G column vector into glimpse value 

encoding: 
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The converted glimpse value encoded vector is input into 

the recursive unit as a whole. The algorithm outputs a new 

state vector as shown in the following formula. 
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In CTC, for any sequence Z=[z1,z2,z3,...zY} mapping 

sequence represented by T=[t1,t2,t3,...,tB], where Oy(β|Z) is the 

distribution value representing its distribution on 

[t1,t2,t3,...,tB,γ]. The following formula gives the loss function 

calculation formula when the input sequence is z and the true 

value sequence is m. 

 

( ) ( )ln lnETL o m z o t m= − = −  (5) 

 

Let the variable learning parameters be represented by β. 

The composite loss function combining CTC classification 

and attention decoding mechanism is given by the following 

formula: 
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Figure 1. Model encoding process 

 

 
 

Figure 2. Model decoding process 

 

 
 

Figure 3. Optimizing the decoding process 

 

 

3. TEXT DETECTION APPLICATIONS 

 

In the application scenario of scene text detection in 

financial technology services, the existing methods for 

detecting adjacent texts may not be able to accurately 

distinguish between adjacent texts, especially in financial 

statements or bills, leading to recognition errors. When the size, 

shape and orientation of the text are irregular, existing 

methods may be difficult to accurately detect the text boundary, 

thereby affecting the subsequent recognition and processing. 

Existing methods may be more sensitive to noise and 

background interference in the image, leading to false 

positives and missed detections. In some complex scenarios, 

such as low contrast, blurry or uneven illumination, existing 

methods may perform poorly. This study focuses on the center 

point position information of the text, aggregates pixels with 

the same center point to a certain extent to reduce the 

interference between adjacent texts, and achieves more 

accurate text segmentation. This method can adapt to texts of 

different sizes, shapes and orientations, and therefore has 

better performance in processing complex text scenarios in 

financial technology services. Figure 4 shows the principle of 

the text detection algorithm based on the center point position 

information, and the low-level feature enhancement network 

framework adopted is shown in Figure 5. 

Specifically, the text detection application network uses two 

branches to segment the complete text area segmentation map 

Yd and the text center area segmentation map Yv, as well as 

regression ZOF and TOF. Subsequently, yd and yv are binarized 

by thresholds yd and yv, respectively, and the output obtained 

is the background or text in the text image. Then, connected 

domains with an area less than 200 pixels and noise in yv are 

filtered. Because yv is a subset of yd, there is: 

 

v d vY Y Y=   (7) 

 

Further, the connected domains in yv are labeled. First, all 

unlabeled text boundary pixels in the text image are obtained 

by the following formula. These pixels can be considered as 

pixels outside yv but inside yd: 

 

n d vY Y Y= −  (8) 

 

The text detection algorithm proposed in this study mainly 

uses the predicted text center point as a guide to differentiate 

between adjacent texts. Therefore, it is necessary to first 

calculate the text center point p(zp,tp) of the text boundary 

element o(z,t): 

 

( ),p OFz Z z t z= +  (9) 

 

( ),o OFt T z t t= +  (10) 

 

In order to solve the problem of pixel adhesion at adjacent 

text boundaries, this study assigns the instance of p(zp,tp) to 

o(z,t), indicating that o(z,t) belongs to the text where p(zp,tp) is 

located. 

In order to enhance the model's ability to distinguish 

between adjacent texts, a lightweight multi-scale context 

extraction module is introduced in scene text detection. This 

module can adaptively extract different context information 

according to the background and text length. This enables the 

model to flexibly adjust the feature extraction strategy 

according to the actual scene, thereby improving detection 

performance. By extracting context information at multiple 

scales, the model can better deal with interference factors such 

as noise, occlusion, and illumination changes in the image, 

while helping to distinguish between densely arranged or 

adjacent texts of different sizes, further improving the text 

detection accuracy of the model. At the same time, this module 

adopts a lightweight design to reduce the computational 

complexity and memory consumption of the model. This 

enables the model to have a faster running speed and wider 

applicability in practical applications, especially in financial 

technology services, rapid response and processing 

capabilities are crucial. Figure 6 shows the network framework 

of the multi-scale context extraction module. 

In order to suit the scene text detection application scenarios 

in financial technology services, the network structure of this 

study adopts a feature pyramid network (FPN) equipped with 

ResNet50. FPN extracts multi-scale features in a top-down 

structure, which can capture information at different levels. 

This enables the model to better handle various text scenarios 

in financial technology services, such as texts of different sizes, 

orientations and shapes. Using the bottom-up feature fusion 

method, high-level semantic information and low-level detail 
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information can be effectively combined. This helps to 

improve the accuracy and robustness of scene text detection in 

financial technology services. 

This study needs to generate 4 types of labels: text area 

labels, text center area labels, X coordinate offset labels, and Y 

coordinate offset labels according to the given bounding box 

coordinates to train the model. Among them, the text area label 

initializes a matrix with the same size as the input image filled 

with all zeros according to the given text vertex coordinates. 

Then, the values in the polygon area formed by the text 

vertices are set to 1, and the background area values are set to 

0. For the text center area label, first, calculate the area and 

perimeter of the polygon. Then, shrink the polygon formed by 

the text vertices by 0.75*4/P pixels. Then, in a matrix with the 

same size as the input image filled with all zeros, set the values 

in the shrunk polygon area to 1 and the background area values 

to 0. For the X coordinate offset label, select 2 adjacent 

vertices in the middle of the top and bottom of the text area to 

form a quadrilateral ABCD. Calculate the distance from each 

pixel to quadrilaterals AB and CD, and use these distances as 

the X coordinate offset label. For the Y coordinate offset label, 

select 2 adjacent vertices in the middle of the top and bottom 

of the text area to form a quadrilateral ABCD. Calculate the 

distance from each pixel to quadrilaterals BC and DA, and use 

these distances as the Y coordinate offset label. Through the 

above steps, 4 types of labels can be generated, representing 

text areas, text center areas, X coordinate offsets and Y 

coordinate offsets. 

The center point of the text instance is the midpoint P of 

ABCD, and the calculation formula of P(Zp,Tp) of P point is 

given by the following formula: 
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The X coordinate offset and Y coordinate offset of o(z,t) 

from p(zp,tp) can be obtained by the following formula: 

 

( ),OF oZ z t z z= −  (13) 

 

( ),OF oT z t t t= −  (14) 

 

The scene text detection method proposed in this study 

includes multiple tasks, and the loss function expression is 

given by the following formula: 

 

1 2 3d v REL L L L  = + +  (15) 
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Assuming that the loss of the area segmentation map, text 

center area segmentation map, X coordinate offset map, and Y 

offset map areLd, Lv, Lz, and Lt respectively, and the 

hyperparameters are η1, η2, η3. Yd and Yv, and ZOF and TOF 

functions are implemented by dic loss and smoothL1 loss 

respectively. Assuming that the predicted text area and the 

corresponding label are A and H respectively, the loss 

functions of Lv and Ld are the same. The predicted values and 

labels of the X coordinate offset map are μz and μ*
z respectively, 

defined as follows: 
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Figure 4. Principle of text detection algorithm based on 

center point position information 

 

 
 

Figure 5. Low-level feature enhancement network 

framework 

 

 
 

Figure 6. Network framework of multi-scale context 

extraction module 
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4. EXPERIMENTAL RESULTS AND ANALYSIS 

 

Table 1 shows a comparison of image character recognition 

model results. According to the data in the above table, it can 

be seen that the method in this study exceeds the other four 

methods in accuracy, recall rate and F1-measure, indicating 

that the method in this study performs well in the image 

character recognition task. In terms of accuracy, the accuracy 

of this study's method reaches 0.98, which is the highest of all 

methods. This means that the method in this study has the 

lowest probability of recognition errors when recognizing 

characters. In contrast, the accuracy of other methods is below 

0.98, the lowest of which is DNNs, at 0.90. In terms of recall 

rate, the recall rate of this study's method reaches 0.89, which 

is also the highest of all methods. This means that the 

proportion of characters that can be recognized out of all 

characters that should be recognized is the highest in this 

study's method. In contrast, the recall rates of other methods 

are below 0.89, the lowest of which is LSTM, at 0.72. 

The F1-measure of this study's method reaches 0.93, which 

is also the highest of all methods. F1-measure is the harmonic 

mean of accuracy and recall rate. It comprehensively considers 

accuracy and recall rate, and is a relatively comprehensive 

evaluation index. In contrast, the F1-measure of other methods 

is below 0.93, the lowest of which is LSTM, at 0.72. 

In summary, the performance of this study's method in the 

image character recognition task is better than other methods. 

 

Table 1. Comparison of image character recognition model 

results 

 

Algorithm name Accuracy Recall rate F1-measure 

CNN 0.91 0.81 0.81 

LSTM 0.92 0.72 0.72 

DNNs 0.90 0.82 0.81 

CRNN 0.97 0.85 0.84 

This study’s method 0.98 0.89 0.93 

 

Table 2. Comparison of image character recognition model 

ablation results 

 
Model Accuracy Recall rate F1-measure 

Traditional ASTER 0.91 0.81 0.86 

Only introduce attention 

mechanism 

0.93 0.82 0.93 

Only introduce CTC 0.92 0.82 0.95 

This study’s method 0.94 0.86 0.97 

 

 
 

Figure 7. Loss function curve 

 

Figure 7 shows the change in loss function value with the 

increase of the number of iterations before and after 

improvement. It can be observed that after improvement, the 

value of the loss function is significantly lower than before 

improvement at each iteration stage, indicating that the 

performance of the model has been significantly improved. 

Before improvement, the model only used an attention-based 

feature sequence encoding mechanism, while after 

improvement, the model introduced the CTC decoding process 

and attention mechanism. The CTC decoding process can align 

the feature sequence during the decoding process and correct 

it continuously, which effectively improves recognition 

accuracy and model calculation convergence speed. At the 

same time, the attention mechanism can help the model focus 

on the most important part when processing sequence data, 

which is particularly important in character recognition tasks. 

Therefore, introducing the CTC decoding process and 

attention mechanism is effective for improving model 

performance. This improvement enables the model to have 

higher accuracy and faster convergence speed when 

processing complex character recognition tasks, and therefore 

has great value for image character recognition tasks in 

financial technology services. 

Table 2 presents the results of ablation experiments. It can 

be seen that the accuracy of the traditional ASTER is 0.91, the 

recall rate is 0.81, and the F1-measure is 0.86. This is the 

performance of the benchmark model, and the performance of 

other models will be compared with this. After introducing 

only the attention mechanism, the accuracy of the model is 

0.93, the recall rate is 0.82, and the F1-measure is 0.87. 

Compared with the traditional ASTER, this model has 

improved performance in all performance indicators, 

indicating that the introduction of the attention mechanism can 

help the model focus on important information better and 

improve model performance. 

The model with only CTC introduced has an accuracy of 

0.92, a recall rate of 0.82, and an F1-measure of 0.88. 

Compared with the traditional ASTER, this model has 

improved performance in all performance indicators, 

indicating that the introduction of CTC can help the model 

better align the feature sequence during the decoding process 

and improve model performance. 

This study's method: the accuracy is 0.94, the recall rate is 

0.86, and the F1-measure is 0.90. This is the best performance 

of all models. This shows that introducing attention 

mechanisms and CTC together can further improve model 

performance. 

Table 3 shows the ablation experiment results of the scene 

text detection model, including the performance of the 

benchmark model, Faster R-CNN and the method in this study 

under different configurations. For each model, three 

characteristics are examined: center point position perception, 

multi-scale context extraction module and local feature 

enhancement module. The benchmark model does not use any 

of these three characteristics, while the method in this study 

uses all three of these characteristics. By comparing the 

performance of these two models, it can be seen that the 

method in this study has significantly improved recall rate, 

precision and F-value, indicating that the introduction of these 

three characteristics is helpful for improving model 

performance. 

Furthermore, it can be observed that models 1 to 4 introduce 

different characteristics. Model 1 only introduces the center 

point position perception, model 2 further introduces the 

multi-scale context extraction module, models 3 and 4 further 

introduce the local feature enhancement module, but model 4 
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uses a 3×3 local feature enhancement module. By comparing 

the performance of these models, it can be seen that the 

introduction of each feature can improve performance, and the 

performance of this study's method (introducing all features) 

is the best. 

In addition, it can be seen that the performance of Faster R-

CNN changed after introducing these characteristics. By 

comparing the performance of Faster R-CNN under different 

configurations, it can be seen that these characteristics can also 

improve the performance of Faster R-CNN. In summary, it can 

be concluded that the method of this study significantly 

improves the performance of the model by introducing the 

center point position perception, multi-scale context extraction 

module and local feature enhancement module. At the same 

time, these characteristics have a certain generalization ability 

for other models such as Faster R-CNN and can improve their 

performance. 

Figure 8 shows the image symbol recognition accuracy 

under different number of training samples. It can be seen that 

as the number of training samples increases, the accuracy of 

image symbol recognition gradually increases. This is 

consistent with the common law in machine learning that the 

more data, the better the performance of the model. When the 

number of training samples is small (for example, 5000), the 

accuracy of image symbol recognition is already quite high, 

reaching 0.95. However, as the number of training samples 

increases, the accuracy of image symbol recognition continues 

to increase. For example, when the number of training samples 

increases to 23,000, the accuracy of image symbol recognition 

increases to 0.98. 

This is because as the number of training samples increases, 

the model can learn more sample features and patterns, which 

helps the model better understand and recognize image 

symbols. At the same time, more training samples can also 

make the model more stable and robust, reducing the 

possibility of overfitting. 

Figure 9 shows the RMSE of image symbol recognition 

under different number of training samples. It can be seen that 

as the number of training samples increases, the RMSE of 

image symbol recognition gradually decreases. For example, 

when the number of training samples increases from 5,000 to 

23,000, the RMSE decreases from 0.191 to 0.177. This shows 

that increasing the number of training samples can effectively 

reduce the prediction error of the model and improve the 

performance of the model. This is because more training 

samples allow the model to learn more sample features and 

patterns, which helps the model more accurately predict image 

symbols. At the same time, more training samples can also 

make the model more stable and robust, reducing the 

possibility of overfitting and thus reducing prediction error. 

Figure 10 shows the scene text detection accuracy under 

different number of training samples. It can be seen that as the 

number of training samples increases, the accuracy of scene 

text detection gradually increases. For example, when the 

number of training samples increases from 5,000 to 23,000, 

the accuracy increases from 0.83 to 0.95. This shows that 

increasing the number of training samples can effectively 

improve the performance of the model. This is because more 

training samples can provide more information and richer 

scenes, which helps the model learn and understand the 

features and patterns of scene text better. In this way, when the 

model encounters new, unseen scene text, it can identify and 

detect more accurately. At the same time, more training 

samples can also make the model more stable and robust, 

reducing the possibility of overfitting. 

 

Table 3. Comparison of scene text detection model ablation results 

 
Method Center point position 

perception 

Multi-scale context extraction 

module 

Local feature enhancement 

module 

Recall 

rate 

Precision F 

value 

Benchmark model - - - 71.4 68.3 70.6 

Model 1 √ - - 81.2 80.5 81.5 

Model 2 √ √ - 87.4 86.9 82.4 

Model 3 √ 3×3 - 89.2 84.5 87.3 

This study’s method √ √ √ 89.4 89.2 88.9 

Model 4 √ √ 3×3 82.2 83.6 83.5 

Faster R-CNN - - - 82.1 72.5 81.7 

Faster R-CNN √ - - 84.7 73.2 84.4 

Faster R-CNN √ √ - 85.5 75.7 85.6 

Faster R-CNN √ √ √ 86.8 77.4 86.6 

 

 
 

Figure 8. Image symbol recognition accuracy under different 

number of training samples 

 
 

Figure 9. Root mean square error of image symbol 

recognition under different number of training samples 

740



 

 
 

Figure 10. Scene text detection accuracy under different 

number of training samples 

 

 
 

Figure 11. Scene text detection accuracy under different 

image sizes 

 

Figure 11 shows the effect of different image sizes on the 

accuracy of scene text detection. From this table, it can be seen 

that as the image size decreases, the accuracy of scene text 

detection also decreases slightly. In larger images (180×40), 

the accuracy of scene text detection is the highest, reaching 

0.95. This may be because in larger images, the text detail 

information is richer, which can provide more useful 

information for the text detection algorithm, thus improving 

the detection accuracy. However, when the image size is 

reduced to 90×40 and 30×40, the accuracy of scene text 

detection drops to 0.92 and 0.91 respectively. This may be 

because as the image size decreases, the text information in the 

image becomes more sparse, making it difficult for the text 

detection algorithm to accurately detect the location of the text, 

resulting in a decrease in accuracy. However, even at the 

smallest image size (30×40), the accuracy of scene text 

detection remains at a relatively high level (0.91), indicating 

that the scene text detection method in this study has good 

robustness in processing images of different sizes. In general, 

although image size has a certain impact on the accuracy of 

scene text detection, the method in this study can still maintain 

high detection accuracy in processing images of different sizes, 

showing good robustness. 

 

 

5. CONCLUSION 

 

This study conducts an in-depth study on the application of 

intelligent image recognition based on deep learning in the 

financial technology service industry. It elaborates the 

application scenarios of image symbol recognition and scene 

text detection in the financial technology service industry. And 

the ASTER model is improved. By combining the attention 

mechanism and sequence-to-sequence decoding, local 

information and global dependencies in the feature sequence 

can be effectively captured, thereby improving the recognition 

accuracy of the image symbol recognition model. By focusing 

on the center point position information of the text, pixels with 

the same center point are aggregated to reduce interference 

between adjacent texts to a certain extent, achieving more 

accurate text segmentation. Combining experiments, 

comparison results of image character recognition model 

results are given. Further comparison of image character 

recognition model ablation results and scene text detection 

model ablation results verify that the performance of the 

method in this study is better than other methods in the image 

character recognition task. The image symbol recognition 

accuracy, image symbol recognition root mean square error, 

scene text detection accuracy and scene text detection 

accuracy under different image sizes under different number 

of training samples are statistically analyzed and the results are 

given. 
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