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With the help of neural networks, it is possible to automate the processes of pattern 

recognition, adaptive control, forecasting, creating expert systems, etc. Neural networks 

can successfully solve problems that traditional methods cannot cope with, relying on 

incomplete, noisy or modified information. In its pure form, neural network modelling is 

based solely on data without using a priori theories. The North Kazakhstan region is the 

object of the study. The paper uses the theory of random processes and high-order 

Markov chains, allowing to build a model of a series; statistics and econometrics, which 

are used to select a plurality of lagged variables that affect predictive indicators, and to 

estimate the probability matrices of transitions between states; nonlinear optimisation 

methods to construct a nonlinear trend model with harmonic components aimed at 

predicting the low-frequency component of a time series. The artificial neural network 

will be implemented using Matlab. Studies have shown that the yield time series are 

persistent, that is, they have the effect of “long-term memory”. Autoregressive models 

cannot act as an adequate tool for modelling and forecasting such series. The practical 

significance of the study lies in the possibility to use the results to enhance plant yield at 

agricultural enterprises. 
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1. INTRODUCTION

Time series modelling is a dynamic research field that has 

invited the attention of scientists over the past decades. In this 

field, the main goal of researchers is to carefully collect and 

study past observations of time series to develop an 

appropriate model describing the structure inherent in this 

series. This model is then used to generate future data for the 

series, that is, to forecast. Thus, time series forecasting can be 

called an act of predicting the future by understanding the past. 

Due to the indispensable importance of forecasting some time 

series in many practical areas, such as business, economics, 

finance, science and engineering, and the like, it is obvious that 

successful forecasting of time series depends on the correct 

configuration of the model. Over the years, researchers have 

done a lot of work to develop effective models to improve the 

accuracy of forecasting. As a result, various important time 

series forecasting models have appeared in the literature. A 

time series is a sequential set of data points, measured, as a 

rule, over several consecutive time periods. Mathematically, it 

is defined as a set of vectors x(t), 𝑡=0, 1, 2, ... where 𝑡 is the 

time elapsed. The variable 𝑥(𝑡) is considered as a random 

variable. The measurements taken during an event in a time 

series are arranged in a properly sorted form [1]. 

Time series is called univariate if it contains records of a 

single variable. But, if we consider records of more than one 

variable, then it is called multivariate. Time series can be 

continuous or discrete. In continuous time series, observations 

are measured at each specific time instance, while discrete 

time series contain observations measured at discrete time 

points. For example, temperature indicators, river flow, 

chemical process concentration, etc. can be recorded as 

continuous time series. On the other hand, the population of a 

particular country, a city, the production of a company, the 

exchange rates between two different currencies can be 

examples of a discrete-time series. Usually, consecutive 

observations are recorded in discrete time series, at the same 

time intervals, such as an hour, a day, a week, a month or a 

year [2, 3]. 

According to the study of Marko et al. [4], a variable that is 

observed in a discrete-time series is the following, which is 

supposed to be measured as a continuous variable using a scale 

of real numbers. In addition, the researcher [5] believes 

continuous time series can be easily converted into discrete 

time series by combining data over a specific time interval. 

According to the study of Wei et al. [6], in many cases, crop 

yield modelling has a sufficiently high estimation error for a 

linear model, which allows us to assume that the nature of the 

dependence y=f(x) is nonlinear. Scientists in the research [7] 

claim that linear regression with coefficients calculated based 

on the least squares method is observed only when the model 

variables are random variables distributed according to a 
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normal constant variance. If the assumption of normality is not 

fulfilled, then the linear model will make a significant error [8]. 

Nonlinear estimation refers to complex and time-consuming 

tasks, requires professional knowledge of mathematical 

statistics, since a researcher must obtain a model of crop yield 

formation with sufficiently high accuracy as a result of 

modelling [9]. This makes it possible to use nonlinear models 

in production processes to obtain highly reliable forecasts of 

yield design.  

 

 

2. MATERIALS AND METHODS 

 

The North Kazakhstan region was chosen as the object for 

forecasting using neural networks. The paper uses the theory 

of random processes and high-order Markov chains, allowing 

to build a model of a series; statistics and econometrics, which 

are used to select a plurality of lagged variables that affect 

predictive indicators, and to estimate the probability matrices 

of transitions between states; nonlinear optimisation methods 

to construct a nonlinear trend model with harmonic 

components aimed at predicting the low-frequency component 

of a time series. So, the proposed method involves using a 

combination of random processes, Markov chains, statistics, 

econometrics, and nonlinear optimization methods to build a 

model for forecasting yield time series. The specific steps of 

the method include: 

(1) using the theory of random processes and high-order 

Markov chains to build a model for the time series; 

(2) using statistics and econometrics to select a set of lagged 

variables that affect the predictive indicators, and estimate the 

probability matrices of transitions between states; 

(3) using nonlinear optimization methods to construct a 

nonlinear trend model with harmonic components aimed at 

predicting the low-frequency component of the time series; 

(4) using an artificial neural network (ANN) based on 

Matlab to perform the forecasting of the yield time series for 

the North Kazakhstan region. 

The overall goal of the proposed method is to improve the 

information and analytical support system for agriculture in 

the region, by incorporating geoinformation technologies, 

precision farming technologies, and rational use of natural 

resources. The method aims to overcome the limitations of 

traditional statistical methods by using neural network 

technology, while also leveraging the benefits of established 

statistical and econometric approaches. 
 

 

3. RESULTS 
 

The main tasks that we want to perform in this study are the 

development of new methods for forecasting yields and 

comparing them with the current ones; a comparative 

assessment of the accuracy of various forecasting methods. All 

the methods discussed in this paper were tested based on time 

series of the average yield of spring wheat for the North 

Kazakhstan region. 

(1) Harmonious model. An effective way to model time 

series with a cyclic effect is the polyharmonic yield model [10], 

based on the hypothesis that the Yield function is the sum of 

several harmonic and one random factor (noise): 
 

𝑥𝑡 =  𝑎𝑖 × 𝑏𝑖𝑠𝑖𝑛(𝑡) +  𝐸, 𝑖 = 1 × 𝑇𝑖 (1) 

 

where, xt is the actual yield values, ai, bi are the amplitudes of 

the i-th harmonic, E is an error term or noise, which represents 

random fluctuations or measurement errors that affect the 

value of xt; i is an index that specifies the different harmonic 

components that are included in the model; Ti is the harmonic 

period, t is the current time, m is the number of fundamental 

waves.  

According to estimates, the first three harmonics are the 

most significant. The i-th harmonic values (i =1, 2, 3, ..., m) 

were sequentially determined from the state of the minimum 

error of the model using the least-squares method in 

combination with a complete search of the period values. 

 

𝛹 = (𝑥𝑡  −  𝑎0 −  𝑎𝑖  × 𝑐𝑜𝑠(𝑡) − 𝑏𝑖  × sin(𝑡)) → 

𝑚𝑖𝑛, 𝑖 = 1 × 𝑇𝑖  
(2) 

 

where, a0 represents the mean value of the time series xt, and 

ai and bi represent the amplitudes of the i-th harmonic 

component; min, i mean that the minimization is performed 

with respect to the values of ai and bi for each i, as well as the 

period values Ti. 

An extrapolation of the three-harmonic trend was used to 

forecast the yield called the harmonic model. 

(2) Analytical method for difference series. Studying and 

modelling a first difference series is an effective mechanism 

for forecasting a time series. The advantage of this approach is 

the correct reproduction of ups and downs, which is especially 

important for modelling the dynamics of a time series. If the 

time series is next to independent increments, the probabilities 

of increments and declines are the same. The persistence effect 

rejects this possibility. Therefore, the corresponding 

probabilities must be estimated for each specific time series. 

The authors implemented this approach within the framework 

of the method of statistical analysis of difference series. The 

algorithm of the method is as follows. A difference series is 

built based on an initial series, and a series that consists of one, 

two, three or more consecutive increases (declines). The 

following difference series are classified: i1 - a one-line 

increase (decrease (increase-decrease)), i2 - a series of two 

consecutive increments, i3 - a series of three consecutive 

increments, i4 - a series of four or more consecutive 

increments. The corresponding series of declines are denoted 

by d1, d2, d3, d4. The difference series is statistically analysed 

to identify the frequency of occurrence of each of the eight 

series highlighted above. On its basis, taking into account the 

type of the last series and the possible following scenarios of 

the system behaviour, the forecast is built: 

 

𝑥 × 𝑛 + 1 = 𝑥𝑛  +  𝑝𝑖  × ∆𝑖 + 𝑝𝑑  × ∆𝑑 (3) 

 

where, pi is the probability of future growth, determined by the 

type of the last series, pd is the probability of decline, ∆i is the 

average value of growth, ∆d is the average value of decline.  

Let, for example, the signs of the last two differences are as 

follows: "–+". If the next sign is "+", then the series i2, i3 or i4 

can be implemented. If the next sign is "–", then the series i1 is 

implemented. The probability of future growth can be 

estimated as: 

 

𝑝𝑖  =
𝑝𝑖2

 +  𝑝𝑖3
 +  𝑝𝑖4

𝑝𝑖1
 +  𝑝𝑖2

 +  𝑝𝑖3
 +  𝑝𝑖4

 (4) 

 

The probability of a future recession: 
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𝑝𝑑 =
𝑝𝑖1

𝑝𝑖1
 +  𝑝𝑖2

 +  𝑝𝑖3
 +  𝑝𝑖4

 (5) 

 

The significant dependence of the forecast value 𝑥 × 𝑛 + 1 

on the prediction base xn is a certain disadvantage of the 

analytical method of difference series. In this regard, it is 

advisable to choose the average value of the last m elements 

of the series as the forecasting base, or the current average 

value of all the elements of the series. In this work, the authors 

have used the last option. 

(3) The nearest neighbour method. Studies show that the 

grain production system belongs to the class of systems with 

chaotic dynamics [11]. A positive indicator reflects the 

sensitive dependence of the dynamic system on the initial data, 

which is one of the main signs of deterministic chaos. The 

horizon of predictability of a chaotic system is directly related 

to the indicator: during the time inversely proportional to the 

Lyapunov exponent, the system completely loses information 

about its initial state. Therefore, it is basically impossible to 

forecast the dynamics of a chaotic system for a time exceeding 

the horizon of predictability. The estimation of the senior 

Lyapunov exponent l1=0.27 allows us to set the maximum 

horizon for forecasting the yield of spring wheat-4 years. 

For systems with chaotic dynamics, an approach known as 

the “delay method” is used. It is based on the construction of 

a phase trajectory (attractor) in the reconstructed phase space. 

To restore the phase trajectory of the system from some 

observations of one variable xi, it is necessary to form a 

sequence of vectors yi according to the same principle as in 

autoregression problems: 

 

𝑦𝑛 = (𝑥𝑛 , 𝑥𝑛−1, . . . , 𝑥𝑛 − 𝐷 + 1)𝑇 (6) 

 

where, D is the minimum embedding dimension. 

The theoretical justification of the delay method was given 

by F. Takens. According to Takens' theorem, a real attractor 

of a dynamical system and an attractor reconstructed in phase 

space from a time series of one of the parameters are 

topologically equivalent to an adequate choice of the 

embedding dimension and have the same generalised fractal 

dimensions, exponents and other numerical properties. If the 

time series is generated by a dynamic system, that is, the value 

𝑥(𝑡) is a certain function of the state of such a system, then the 

immersion depth D occurs, which gives an unambiguous 

prediction of the next value of the time series. According to 

the authors' estimates, the cost of the investment measurement 

for the grain production system is D=4÷5 [11]. The nearest 

neighbours method is based on the idea of the proximity of 

phase vectors (Figure 1). Autocorrelation (AC) is a measure of 

the correlation between a time series and its own lagged values. 

Partial Autocorrelation (PAC) is a measure of the correlation 

between a time series and its own lagged values, after 

controlling for the effects of all intermediate lags. 

The main idea is that close phase vectors evolve in the same 

way over a short period of time. The forecast problem in terms 

of phase vectors is formulated as follows. A sequence of phase 

vectors {𝑦𝑖} (𝑖 = 1. . . 𝑘) is given, it is necessary to simulate 

the vector 𝑦𝑘 + 1. To estimate the change in the phase vector 

yk, it is necessary to find m vectors closest to it (nearest 

neighbours). Let us denote these vectors 𝑦𝑛1
, 𝑦𝑛2

, . . . , 𝑦𝑛𝑚. In 

the process of evolution, these vectors pass into the following 

vectors – sequences of neighbouring elements of the time 

series 𝑦𝑛1+1, 𝑦𝑛2+1, . . . , 𝑦𝑛𝑚+1. As the simplest model of the 

vector yk+1, we can use such a vector: 

 

𝑦𝑘+1 = (𝑦𝑛1+1  +  𝑦𝑛2+1 +. . . + 𝑦𝑛𝑚+1) (7) 

 

The authors used the value m=5. 

Time series usually serve as a basis to analyse, model, and 

forecast the future development of systems. The quality of the 

forecast depends on how well the system is evaluated in terms 

of its determinism. If the time series is a random process of the 

“random walk” type, then stochastic methods and estimates 

should be applied to its modelling [12]. Other approaches are 

used when the series detects long-term memory, that is, the 

corresponding system is largely deterministic [13]. 

 

 
 

Figure 1. Obtained values of grain yield forecasting using neural networks, taking into account the correlation 

 

 

4. DISCUSSION 

 

Biophysical models, where remote sensing data are used as 

input variables to calibrate the model and adjust it, are used 

much less often. The need to specify numerous specific 

parameters for each crop is the main disadvantage of such 

models as well as soil characteristics, methods of crop 

processing, agrometeorological data of sowing dates. 

Increasingly, data obtained as a result of remote sensing are 

used to build models describing the dependence of crop yields 

451



 

on the number of nutrients introduced, the state of soils, and 

the influence of environmental factors. These methods are 

usually simple, and their implementation does not require 

setting a large number of parameters. However, it is necessary 

to take into account that the processes describing the yield of 

the main crops are usually non-stationary, and the yield 

indicators need to be worked out for a significant number of 

farms of certain soil and climatic zone [14-17]. 

Statistical methods of yield forecasting based on estimates 

of physical environmental factors are based on the assumption 

that there is a simple relationship between environmental 

properties and yield. In addition, quantitative indicators of 

photosynthetic activity of biomass i.e., vegetation indices are 

used to model plant productivity taking into account the 

determining role of the state of plant biomass formation at 

certain stages of development [18]. The normalised 

differential vegetation index (NDVI) is one of them i.e., a 

simple indicator of the amount of photosynthetically active 

biomass (the so-called vegetation index). In general, it is 

simple to obtain, which is the main advantage of the NDVI: to 

calculate the index, you do not need additional data and 

methods, except for the space survey itself and knowledge of 

its parameters. The NDVI dynamics of seasonal changes 

allows us to estimate the state of plants at different stages of 

development. The methods proposed for solving problems of 

this class are rarely used in practice due to the considerable 

complexity of the necessary soil measurements and the 

dependencies studied [19, 20]. 

Neural networks are computational structures aimed at 

modelling biological processes related to the processes of the 

human brain. NN are systems that can adapt and learn by 

analysing positive and negative consequences. An artificial 

neuron or an analogue of a biological neuron is an elementary 

converter in these networks. The current state of the theory and 

practice of creating artificial neural networks and 

neurocomputers has allowed us to develop fundamentally new 

algorithms and methods for forecasting; complex nonlinear 

dynamic objects. Most neural network forecasting schemes are 

based on the following approaches [13, 21, 22] To analyse 

these neural forecasting schemes, NN training algorithms and 

software models have been developed, on which studies are 

carried out of forecasting processes using dynamic objects. 

Forecasting values that change over time is one of the areas 

where ANNs may be applied. There are the following 

characteristic features of the expediency of using neural 

networks to complete the task at hand: 

- There is no algorithm or principles for solving the 

problems, but a sufficient number of examples have been 

accumulated; 

- The problem is characterised by large amounts of input 

information; 

- The data is incomplete or redundant, noisy, partially 

contradictory. 

Along with this, it is possible to formulate the predictive 

properties of ANNs, which, in particular, include the following: 

(1) The ability to make a multi-factor forecast. 

(2) The efficiency of forecasting is necessary, which is 

achieved by the maximum parallelism of information 

processing. 

(3) Insensitivity to the shortcomings of a priori information 

about the dynamics of the predicted object. 

(4) The ability to process data presented in different types 

of scales. 

(5) Due to the complete connectivity and a large number of 

artificial neurons, NNs retain their properties even when their 

separate parts are destroyed. As a result, NNs are highly 

reliable and tolerate the forecast results to distortions and 

interference in the input vectors. 

(6) The ability to complete training. 

(7) The ability to forecast jumps and events that were not 

observed earlier in training samples of other observed objects; 

it can be the choice or synthesis of such NN type able to 

produce a prototype and generalise precedents in their likeness. 

The construction of models based on experimental data has 

a significant theoretical and practical basis. In particular, there 

is a wide arsenal of methods and tools for structural and 

parametric identification of the studied processes. In addition, 

these tools and methods can both have a universal character, 

and to a certain extent be focused on specific subject areas, 

different levels of formalisation of the task. Regression 

analysis methods are among the most widely used to analyse 

experimental data in economics, finance, sociology, biology, 

psychology, medicine, engineering, etc. [23]. The neuro-

technological processes of modelling and forecasting the 

performance indicators of wheat cultivation management are 

based on nonlinear artificial neural networks. The neural 

network approach is based on the idea of building a computing 

device from a large number of simple elements working in 

parallel i.e., formal neurons. These neurons function 

independently of each other and are interconnected by 

unidirectional channels of information transmission. The 

neural network concepts are based on the idea that each neuron 

can be modelled using relatively simple functions, and the 

complexity of a brain, the flexibility of its function and other 

important properties are determined by the connections 

between neurons. Neural networks are widely used to 

construct predictive behavioural models of complex dynamic 

systems containing many parameters that change over time 

when interacting with various environmental characteristics 

[24-26]. 

Neural networks allow approximating any continuous 

function with any accuracy, despite the absence or presence of 

periodicity and cyclicity, that is, a neural network can be 

"taught" in such a way that it recognises any data set with high 

certainty and determines the further development of the 

studied process in agricultural production for a certain period 

of time. A neural network forecasting model is able not only 

to continuously process a large number of system parameters 

and predictive background factors but also to take into account 

heterogeneous information about the current and planned 

operating modes of objects and production processes [27]. A 

neural network forecasting system, in turn, takes into account 

information about the logic of the system, the reliability of its 

elements, as well as expert information. The ability of a neural 

network to work on the "black box" principle in many cases 

facilitates modelling agricultural production management 

systems. You just need to decide what your input source data 

are, systematise them and train your neural network [11]. 

Neural networks implement inductive and deductive 

approaches to solving complex problems, which allows us to 

reliably assess the situation and make a rational management 

decision to achieve a high economic effect of agricultural 

production. It is based on the principles that allow adjusting 

the answers as data (experience) accumulate. This means that 

you learn to make decisions in the process of actual decision-

making [13]. 

The Bayesian network theory is based on the assumption 

that events are exhaustive and do not overlap. If this condition 
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is not met, the results of the network application will be 

inconsistent (inaccurate). In the case when the events are 

exhaustive and do not overlap, the probability of event E can 

be calculated using conditional probabilities. The main 

advantage of Bayesian networks is their ability to handle 

complex probabilistic relationships in a transparent and 

interpretable way. Bayesian networks can be used for a variety 

of tasks, such as prediction, classification, diagnosis, decision-

making, and risk assessment. They are also useful for 

identifying the most relevant variables and the causal 

relationships between them, and for updating the probabilities 

of events in light of new evidence or data. Taking into account 

the need to process significant amounts of statistical data on 

crops, NDVI indicators and weather factors, MatLab software 

was used for modelling and forecasting [28, 29]. To conduct 

the study, a method is proposed in the form of the following 

sequence: 

- loading data; 

- the data is divided into 2 subsamples: training (70%) and 

verification (30%); 

- building models; 

- comparison of models by statistical quality criteria; 

- construction of a general report on the performed 

computational experiment. 

Considering the classical linear regression model, the least-

squares method (LSM) gives the best linear unbiased estimates 

when a certain number of prerequisites are met only. 

Homoscedasticity is one of these prerequisites: for all 

observations i, i=1, 2, ..., n. In turn, integrated processes are 

divided into processes with a deterministic and a stochastic 

trend. A deterministic trend is a trend that does not contain a 

random component and its coefficients remain unchanged for 

a long period of time. This linear trend is an example of a 

deterministic trend that has this form: 

 

𝑌 = 𝑎 + 𝑏𝑡, (8) 

 

where, 

Y is the level of the measured indicator; a is the initial level 

of the trend at the moment or for the period at the beginning 

of time t; b is the average change per unit of time, that is, the 

rate of change or the trend constant. 

A linear trend can be considered as a generalised expression 

of the actions of a factor complex, that is, the trend acts as a 

result of this factor complex. The parabolic trend is another 

example, which also applies to deterministic processes, but is 

already an example of a nonlinear trend: 

 

𝑌 = 𝑎 + 𝑏𝑡 + 𝑐𝑡
2 , (9) 

 

where, 

c is the constant of the parabolic trend, its quadratic 

parameter equal to half the acceleration of the process. 

There are many examples of nonlinear trends related to 

deterministic processes, in particular: a logarithmic trend 

reflects indicators that are increasingly difficult to improve; an 

indicative trend may be used to display processes with varying 

degrees of proportionality of changes over time; a hyperbolic 

trend reflects processes limited by value levels and many other 

types of nonlinear trends. 

The following are examples of heteroscedastic processes, 

processes with time variables: autoregressive conditional 

heteroscedastic (ARCH) processes, generalized 

autoregressive conditional heteroscedastic (GARCH) 

processes, exponential generalized autoregressive conditional 

heteroscedastic (EGARCH) processes and others. Variance 

and standard deviation are often used as a measure of risk, so 

it is convenient to use heteroscedastic processes when 

analysing and forecasting risks. Nonlinear processes are those 

processes that cannot be described by a linear function. They 

are divided into non-linearity in variables and non-linearity in 

parameters. The polynomial regression can be an example of 

non-linearity in variables: 

 
𝑦(𝑘) =  𝑎0 + 𝑎1𝑥(𝑘) + 𝑎2𝑥2(𝑘) + 𝑎3𝑥3 (𝑘)

+ 𝜀(𝑘) 
(10) 

 
The coefficients of this equation can be estimated using the 

usual least squares method with the correct design of the 

measuring matrix. Non-linearity in parameters is due to the 

coefficients of products in the model, for example, in the form: 

 

𝑦(𝑘) =  𝑎0 + 𝑎1𝑎2𝑥(𝑘) + 𝑎2 exp(−𝑏𝑥(𝑘)) + 𝜀(𝑘) (11) 

 
The coefficients (parameters) of such a model cannot be 

estimated using the conventional LSM, so the nonlinear LMS, 

the maximum likelihood method or other methods of nonlinear 

estimation are used to solve this problem. The most successful 

forecasts are realised when an adequate mathematical object 

model is built. Methods aimed at building a model are divided 

into two large groups: 

1. Construction of linear stochastic models (autoregression 

and moving average models are the most popular types of 

them). This direction has received a special name of “system 

identification”. 

2. Construction of nonlinear dynamic models (reflections or 

ordinary differential equations). This technique is based on the 

ideas and methods of nonlinear dynamics. It was called 

“reconstruction of dynamic systems”. 

However, it is not known whether there is an adequate 

model, and how it should be built in many real cases. 

Reconstruction of a real system requires considerable effort, 

and its predictive capabilities may be limited due to the spread 

of phase trajectories. 

 

 

5. CONCLUSIONS 

 

Despite the disadvantages of ANNs, the use of intelligent 

methods based on neurotechnologies is considered as a rather 

promising direction in modelling and forecasting indicators of 

the efficiency of agricultural production management. 

Modelling of yield dynamics is complicated by severe crop 

failures, which turn out to be accidental and are usually 

associated with meteorological factors. Studies have shown 

that the yield time series are persistent, that is, they have the 

effect of "long-term memory". This means that autoregressive 

models cannot act as an adequate tool for modelling and 

forecasting such series. 
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