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ABSTRACT
The drift flux formulation is widely regarded as being amenable to computationally efficient calculation 
of averaged slip between phases (i.e. averaged volume fraction) in multiphase flows. However, contrary 
to the common perception in practice that this formulation provides two simple data-fitting parameters 
for describing averaged slip, it is shown that these parameters cannot be mathematically disassociated 
from each other and are intricately related to both the averaged and local phase velocities and volume 
fractions. This derived fact also provides a rational explanation for the extreme difficulty in the past to 
resolve the influence of the local lateral distribution (multidimensional) effects of the dispersed phase 
in the flow on the averaged flow characteristics. Of further significance from this derivation is the fact 
that correlations for drift flux parameters in which these terms are expressed explicitly from each other 
cannot claim a better understanding of the flow physics unless they capture this inherent analytical bi-
directional dependency. All of the multiphase flow variables that affect the drift velocity parameter also 
affect the distribution parameter. In terms of simulation applications, the new analytical derivations 
presented enable a re-formulation and unification of prior volume fraction models and an explanation 
for field observations of why a reduction in the drift velocity parameter will lead to reduction in the 
distribution parameter. As much as numerical computing and simulation methods are invaluable tools, 
the results of this work show that it is equally important to explore their mathematical basis and scien-
tific understanding that can help to advance more efficient simulation of multiphase flow behaviors in 
the field.
Keywords: analytical prediction, drift flux parameters, fractional flow theory, multiphase flow 
simulation, pipe, pipeline, slip ratio, volume fraction, wellbore.

1  INTRODUCTION
A large and quite popular family of averaged volume fraction equations are of the drift flux 
type, originally formalized in Zuber and Findlay [1]. A detailed historical perspective of the 
drift flux formulation can be found in Appendix A of Chexal and Lellouche [2]. Considering 
an arbitrary two-phase system consisting of a less dense phase (phase-2) flowing simultane-
ously with a more dense phase (phase-1), the fundamental starting point for a drift flux 
representation of this case is a simple algebraic equation for the local phase-2 velocity, 



v2, in 
terms of a shift (or ‘drift’) in the local mixture velocity, 



umix, as noted:

	
� � � �� �� �

�

v u v umix mix

local phase
drift velocity v mix
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2
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	 (1)

In eqn (1), the local phase-2 drift velocity, 


v mix2, , can be defined in its alternative local relative 
velocity (or local slip velocity) form, 



v2 1, , as:

	
      

v v v s v s s v v s vmix2 2 2 2 1 2 2 2 1 2 2 11 1 1, ,= − + −( )( ) = −( ) −( ) = −( ) 	 (2)

Where s2 is the local phase-2 volume fraction. Now, multiplying eqn (1) throughout by s2 to 
convert from in situ velocities to experimentally measurable volume fluxes, considering only 
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the axial components of these velocity vectors and then performing cross-sectional (global) 
area-averaging, we arrive at:
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volume flux
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2 2
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2 2 2 2

−

= = +

�
,

hhase
drift flux

−2
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	 (3)

Equation (3) shows the reason why this formulation is referred to as drift flux. Dividing eqn 
(3) throughout by the product of two directly measurable experimental variables, s umix2 , 
we can thus arrive at the familiar form of the drift flux formulation that contains the drift flux 
parameters, as:
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1.1  Rationale for fractional flow representation

The drift flux parameters in eqn (4), it would appear, could conceptually be obtained from a 
simple linear fit to the graph of v2  versus umix . Indeed, such dimensional plots were 
common in the early literature (particularly with Russian investigators, [3, 4]) as a means for 
displaying averaged volume fraction data. However, these plots were found to only work well 
in experiments where the averaged slip velocity, S2 1, = v v2 1− , was low. For low mass 
flow rates of the more dense phase where S2 1,  was high, these plots proved problematic to 
investigators who were seeking a simple straight line correlation fit of their averaged volume 
fraction data. Indeed, this was the same argument provided by Zuber and Findlay [1].

It would seem during this period a proclivity to correlate experimental data on a straight 
line was more desirable than (or overlooked) a more flexible and powerful way to explain the 
inter-relations of averaged volume fraction observations through the dimensionless plot of 
averaged phase-2 fractional flow, f2, versus s2 , where f2 = u umix2  is a ratio of two 
directly measurable (and known) experimental variables. If averaged volume fraction exper-
imental data are plotted on these fractional flow curves instead of a straight line, then a family 
of slip ratio curves would result when considering that the sole multiphase flow variable 
relating f2 to s2  is the dimensionless slip ratio, H2 1,  = v v2 1 . This fractional flow 
equation can be derived as:
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Equivalently, a re-arrangement of eqn (5) in terms of s2  would yield:
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A further re-arrangement of eqn (6) in terms of H2 1,  would yield:
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	 (7)

Although not directly obvious, eqn (5) can be reduced to the fundamental void–quality 
relation if mass fluxes are used instead of volume fluxes in defining the flow quality. In terms 
of mathematical self-consistency, we note that the no-averaged-slip condition of H2 1,  = 1, 
correctly reduces eqn (5) to f2 = s2 . Also, in eqn (5), at s2  = 0 (i.e. no phase-2 present), 
f2 = 0, and at s2  = 1 (i.e. no phase-1 present), f2= 1.

In general, as seen in eqn (7) above, H2 1, will be a function depending on several mul-
tiphase flow parameters through its direct relationship with s2  and f2. Hence, the transition 
through different H2 1,  values for any dataset will result in a unique fractional flow path for the 
dataset. This is the essence of the fractional flow representation of averaged volume fraction 
data, which characterizes in a general way (and not merely as a data display or data correla-
tion tool), the s2  behavior with respect to f2, the prevailing system operating conditions 
and the phase properties for an experimental dataset. The real power of fractional flow paths 
lies in its ability to generate single-path or multiple-path traverses connecting different flow 
patterns, regardless of whether those paths correlate data on a straight line or not. From a 
transport phenomena perspective, the objectively measurable changes in the phase velocities 
and volume fractions associated with each flow pattern are the fundamental physical quanti-
ties that govern the transport processes of the multiphase flow. It is these transport processes 
that drive the different mass, momentum and energy exchanges occurring during flow and 
this is why flow patterns matter. In the fractional flow representation, flow pattern inter-rela-
tionships are neatly captured as different fractional flow paths. Traversing these paths 
connects the different flow patterns thus capturing the relationships between different flow 
phenomena.

For plotting purposes, we can view a simplified graphical representation of eqn (5) in lim-
iting terms of constant H2 1,  iso-slip curves, as shown in Fig. 1. Every averaged volume 
fraction dataset will transition through a family of these curves (along a fractional flow path) 
in accordance with the H2 1,  model for the dataset.

Figure 1: �A graphical representation of eqn (5) in simplified (limiting) terms of constant H2 1,  
iso-slip curves.
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1.2  Drift flux family of equations as slip ratios and slip velocities

With the fractional flow representation in place, it now becomes clear why the drift flux fam-
ily of equations are generally applicable to any multiphase flow scenario. Different drift flux 
models (formed from different scenario-specific drift flux parameters) can be seen as merely 
different closure relationships for H2 1, . To see this, we can rearrange eqn (4) as:

	
f

s
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,
	 (8)

Then substituting eqn (8) in eqn (7), we arrive at the most basic one-parameter form of all 
drift flux equations, as:
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As obvious as eqn (9) demonstrates the general applicability of the drift flux parameters for 
describing averaged volume fraction behavior, it must be noted there are some investigators 
who incorrectly believe that these parameters can only satisfactorily accommodate a restricted 
amount of system geometries, operational conditions or fluid properties. As a concrete exam-
ple in a specific scenario, there can be a gross misunderstanding of the averaged phase-2 drift 
velocity parameter, v mix2, , in horizontal flow, leading some investigators to wrongly set 
this parameter to zero in this case. Franca and Lahey [5] put this case into proper context in 
their paper: ‘It should be stressed that for horizontal flows the drift velocity, VGj, is not nor-
mally zero. The fact that many previous authors have assumed it to be zero just highlights 
their misunderstanding of what the drift velocity represents.’.

In fact, eqn (9) is a lot more important than it first appears since it shows how H2 1,  is related 
to the averaged dispersed-phase particle slip and particle-to-particle behaviors. To see this, 
we note that a generalized form of v mix2,  is:
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Then, we substitute eqn (10) in eqn (9) to obtain:
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In eqn (11), C0, the averaged particle-to-particle parameters (α , β , χ , δ ) and the averaged 
particle slip parameter can take on different values (or functions of system parameters) for 
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various scenarios resulting in a family of drift flux equations. Also, the averaged parti-
cle-to-particle term in eqn (11) is alternatively referred to as the hindering function in the 
literature [6, 7].

Equivalently, in place of the averaged slip ratio, H2 1, , we can re-express eqn (11) in terms 
of the averaged slip velocity, S2 1, , as:
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Equation (12) now clearly shows how the averaged slip velocity of the multiphase flowing 
mixture could be significantly different from the averaged particle slip parameter. Unfortu-
nately, these variables can sometimes be incorrectly stated by investigators as being 
equivalent.

Indeed, eqn (12) now explains why it is incorrect to say that C0 = 1, by itself, has a phys-
ical meaning associated with phase-2 being homogenously distributed in phase-1, or, that 
this condition has any mathematical or physical meaning of S2 1,  = 0. Obviously, C0, by itself, 
does not serve as a correction factor to a homogenous flow. Similarly, as seen from eqn 
(12), v mix2,  = 0, by itself, does not mean that S2 1,  = 0. In this latter case, non-uniform 
lateral distributions of phase-2 in phase-1 at any pipe angle orientation, could result in C0 ≠ 
1, and therefore ensure a non-zero S2 1,  – this is sometimes referred to as integral slip in the 
literature. It is only if both conditions of C0 = 1 and v mix2,  = 0 are met, will S2 1,  = 0. This 
coupled criteria is sometimes referred to as the critical pressure limit in the single-compo-
nent multiphase flow literature, or homogenous flow in the multi-component multiphase flow  
literature.

2  PROOF OF MUTUAL DEPENDENCY OF THE DRIFT FLUX PARAMETERS
Following from Section 1.2, it can inferred from eqn (12) that there cannot be a complete 
mathematical dissociation between the drift flux parameters C0 and v mix2,  because they 
are related to each other as well as to other averaged and local velocities (and volume frac-
tions) via this equation. We now provide an analytical proof of this mutual dependency in 
which we will invoke the fractional flow framework discussed in Section 1.1.

Instead of a two-parameter form, eqn (9) can be re-stated in a three-parameter form in 
which the averaged mixture distribution parameter, C0, is split into two terms. The idea of 
splitting C0 can also be found in prior literature, e.g. [8]. From a correlation standpoint, 
instead of two drift flux parameters there would now be more one more parameter available 
to match averaged volume fraction data. To see how C0 can be split apart, we first analytically 
expand C0 as:
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Where C1 represents an averaged phase-1 distribution parameter and C2 represents an aver-
aged phase-2 distribution parameter. Then, since f1 = 1 2− f , we can simplify eqn (13) and 
substitute into eqn (8) to arrive at:
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We can then re-arrange eqn (14) to solve for f2, to arrive at:
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Putting eqn (15) into eqn (7), we get:
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Then, equating eqns (16) and (9), we get:
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Equation (17) now demonstrates, in a simple, self-consistent and unambiguous way why 
there cannot be a dissociation between C0 and v mix2, . This derived fact also implies that 
correlations for C0 and v mix2,  in which these terms are expressed explicitly from each 
other cannot claim a better understanding of the flow physics unless they capture this inherent 
bi-directional dependency. Such explicit correlations can only claim a faithful representation 
of the specific data in their validation database. Indeed, it is unreasonable to suggest that such 
explicit correlations adhere to the flow physics, and especially so when these correlations are 
ad hoc constructed in mathematical form or are validated against poorly controlled published 
data, or worse, secret (publicly unverifiable) data of private labs.

As seen from eqn (17), all of the multiphase flow variables that affect v mix2,  will also 
affect C0. As an industrially relevant example such as vertical upward bubbly flow, eqn (17) 
now provides a mathematical justification of why a reduction in bubble drift velocity param-
eter (i.e. an increase in bubble residence time caused, for example, by a wall-peaking lateral 
void fraction profile) will lead to a reduction in the averaged mixture distribution parameter, 
as widely reported in the literature [6, 9, 10]. Equation (17) also provides a rational explana-
tion for the extreme difficulty in the past to resolve the influence of the lateral distribution 
(multidimensional) effects of the dispersed phase in the flow (captured in an averaged way in 
C0) on multiphase flow variables such as s2 , umix  and v mix2, .

3  REFORMULATING PRIOR AVERAGED VOLUME FRACTION MODELS
Apart from reformulating drift flux equations in the fractional flow framework as shown in 
Section 1.2, we can also reformulate other volume fraction models from the literature in 
terms of slip ratios. As examples, starting from the pre-1950s era, the famous Armand [3] 
correlation for horizontal bubbly flow is:
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The Butterworth [11] model can be re-cast in terms of the Lockhart and Martinelli [12] 
parameter, Xtt, as:
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Where ρ  and µ  are density and dynamic viscosity, respectively. The Fauske [13] and Zivi [14]  
steam-water models can be re-cast in their iso-slip form as:
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The Nicklin et al. [15] correlation valid for up-inclined bubbly, bubbly-slug, slug, slug-churn, 
churn and column flows is:
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Where g and D  are standard gravity and diameter, respectively. The annular flow correlation 
of Ishii [16] is:
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The Greskovich and Cooper [17] correlation can be reformulated as:
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The horizontal flow correlation of Garcia et al. [18] is:
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Where, ‘C’ and ‘a’ in eqn (26) are given in Table 5 of Garcia et al. [18], and, ‘K’, ‘b’ and ‘c’ 
are given in Table 1 of Chen and Spedding [19]. It is important to observe the identical math-
ematical form that exists between eqns (24) and (19). In viewing these seemingly different 
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correlations in this unified way, it is now clear that the Garcia et al. [18] correlation is simply 
a re-tuned Butterworth [11] correlation with parameters that are fitted to more data. More 
data available for tuning, however, does not generally signify a better correlation. The sources 
and quality of the data matters a lot, apart from the ranges of the variables covered by the 
data. For example, the majority of the data (about 60% of the entire database) used to create 
the Garcia et al. [18] correlation are sourced from untraceable, irreproducible, and publicly 
inaccessible data such as the 1,255 data-points of the ‘Companies’ data in Table 2 of the 
reference.

Next, the Premoli et al. [20] correlation of the CISE (Centro Information, Studied Espe-
rienze) group is:
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Where, ‘E1’, ‘E2’ and ‘E3’ in eqn (25) are given on page 2–83 of the classic Hetsroni [21] 
multiphase flow handbook. Note that in viewing this correlation in this way, it now becomes 
clear that it will fail when the terms in the square root yield a negative value (a common 
occurrence in practice).

Even an expected poor performance of an averaged volume fraction model can be pre-
determined by reformulating them in this way. For example, the Watterson et al. [22] 
correlation for stratified roll waves is:
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Where, eqn 26 is a dimensional correlation with tuning constants linked to a phase 1 superfi-
cial velocity, u1 , in m/s. Another dimensional correlation that has been found to perform 
poorly is the Bankoff [4] correlation, can now be seen in its re-casted form as:
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Where, the tuning constants are linked to the system pressure, Psys, in Pa.
Last, the Woldesmayat and Ghajar [23] correlation, valid for all inclinations and different 

flow patterns is eqn (9) with the drift flux parameters as:
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And,
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Where σ  and θ  are the interfacial tension and inclination angle from vertical, respectively. As 
a demonstration of how the H2 1,  model of Woldesmayat and Ghajar [23] describes different 
fractional flow paths corresponding to different datasets, Fig. 2 shows two vertical air 
(phase 2) and water (phase 1) datasets [24] covering the full range of flow patterns with the 
H2 1,  model traversing the two fractional flow paths (seen as the solid lines in the left chart) of 
the experimental observations.

The left chart of Fig. 2 shows how the different observed flow patterns look like when put 
in the dimensionless fractional flow framework. The same data when viewed in terms of 
dimensional flow rates are shown in the right chart of Fig. 2. In these wide-ranging experi-
ments, runs were performed at fairly constant phase 1 superficial velocities varying from of 
0.005 to 1 m/s and increasing phase 2 superficial velocities varying from 0.1 to 58 m/s. Note 
that the general physical trend observed is that low liquid superficial velocities exhibit the 
highest averaged slip behavior and high liquid superficial velocities exhibit the lowest aver-
aged slip behavior. Clearly, Fig. 2 shows that the H2 1,  model used in this case [23] correctly 
captures both the qualitative data trend as well as the quantitative averaged slip behavior of 
these datasets, thus demonstrating in a simple way how fractional flow paths transition 
through and connect different flow patterns.

4  CONCLUSIONS
In this contribution, the computationally efficient drift flux formulation and, more broadly, 
other averaged volume fraction models are reformulated in the fractional flow framework. 
Utilizing this fractional flow representation, it is shown via analytical derivations that the 
drift flux parameters cannot be disassociated from each other and are intricately related to 
each other as well as to the averaged and local phase velocities and volume fractions. All of 
the multiphase flow variables that affect the drift velocity parameter also affect the distribu-
tion parameter. Furthermore, the new analytical derivations that enable the reformulation 
(and unification) of drift flux and other averaged volume fraction models are used to clearly 
demonstrate how the fractional flow pathways in fractional flow charts transition through 
and connect different flow patterns, thus capturing the inter-relationships between different 

Figure 2: �A graphical representation of the fractional flow paths (solid lines in left chart 
above) described by eqns (8), (28), and (29) as compared against two datasets [24] 
(diamond and circular points in the charts), spanning a wide range of flow patterns 
and flow rates.
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flow phenomena. As is evident, the value gained from improved understanding of the theo-
retical basis underlying multiphase flow simulation methods can help to explain the reasons 
for the match or mismatch of computing outcomes in comparison with field behaviors and 
observations.
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