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In the presence of external disturbances, a backstepping control scheme based a genetic 

algorithm (GA) is built with the objective of tracking a desired trajectory of robot 

manipulators. The nonlinear-coupled higher order dynamic model of an n-link robot 

manipulator is first briefly presented. Then, a traditional backstepping control system 

(BSC) creates a two-link robotic manipulator position tracking control. Furthermore, a mix 

of nonlinear control and artificial intelligence is suggested for manipulator robot control. 

To determine the optimal control parameters, the backstepping controller is combined with 

the genetic algorithm, a metaheuristics-based optimization technique. The effectiveness of 

the suggested optimal control strategy based on backstepping approach and GA in 

trajectory tracking problems, such as a good angle tracking and a good disturbance 

rejection capability, is demonstrated by numerical simulations using the dynamic model 

of a two-link planar rigid robot manipulator. 
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1. INTRODUCTION

A number of studies have been conducted in recent years to 

perform the controllers for robot arms, which are successfully 

used in many domains [1], including medical domain, 

automotive industry, space exploration, and many other 

industrial applications. Control problems of robotic 

manipulators can be formulated as the determination of the 

generalized forces evolution of which the actuators must exert, 

while satisfying certain performance criteria to ensure the 

execution of a task whatever operating conditions. For 

example, in robotic systems used for assembly operations with 

heavy parts carried by the manipulator clamp, a fast-

functioning robot, etc. 

Robot manipulators typically have unstructured and 

structured uncertainties including friction, payload variation, 

external disturbances, etc., and are highly coupled, complex, 

MIMO and nonlinear systems [2, 3]. Therefore, it is 

challenging to develop a suitable mathematical model, which 

is required for the construction of a controller [1].  

To address this issue, the current trend in control approaches 

is to combine traditional control techniques, such as sliding 

mode control, adaptive control, backstepping control, etc., 

with artificial intelligence schemes, primarily neural network 

[1], fuzzy logic theory [4], genetic algorithm and other 

techniques. In order to enhance the performances of 

conventional controllers in various characteristics as well as to 

close the gaps left by traditional controllers. 

Many studies on the combination between classical control 

theory and artificial intelligence approaches have advanced 

quickly in the recent few decades in order to construct 

feedback controllers for complicated systems. 

Due to its straightforward design and reliable performance, 

backstepping control is one trustworthy control technique that 

has lately been deployed. It's a control strategy that entails 

stepping back from the process's control input. This technique 

is considered as an effective and interesting tool that can be 

used to build controllers for nonlinear systems with uncertain 

parameters and transform them into strict-feedback forms [5]. 

For this purpose, numerous studies have been carried out in 

[6, 7]. This control technique has specifically demonstrated its 

effectiveness in the control of robot manipulators in [8, 9]. 

However, a drawback of all this control approaches 

employed within the previous cited contributions, known as 

"explosion of complexity" as the system size is increased [10]. 

Designing a Backstepping control for the robotic 

manipulator in our situation necessitates precise knowledge of 

the system model, which is challenging when complexity 

increases due to increasing degrees of freedom (DoF) in 

advanced manipulators case, and their high-coupled nonlinear 

models with structured and unstructured uncertainties. 

The genetic algorithm (GA) is among solutions of this 

problem kind. Interest in GA has grown with the goal to design 

systems with autonomous learning and decision-making, by 

modelling genetic properties of species and the natural 

selection phenomenon in the biological processes. Since its 

appearance and ensuing expansion [11], the GA has been 

considered as an interesting optimization technique that can 

replace traditional approaches with success. 

Many optimization techniques were proposed, evaluated, 

and regularly employed in theory and some cases of practice 

with the aim of solving such optimization problems. The 

Newton methods and gradient search methods are examples of 

classical techniques. On the other hand, there are metaheuristic 

techniques like tabu search, hill-climbing search, ROA, WOA, 

GA [12], simulated annealing, scatter search, ACO, PSO [13] 
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and much more.  

Two distinct areas of the GAs applications in control field 

can be mentioned: the off-line optimization and the online 

design. Applications with offline optimization have proven to 

be the most widely utilized and adopted. For a variety of 

reasons, including the difficulties involved in employing a GA 

in real-time and how directly they affect the way a process 

works, there are not many online applications for GAs. GAs 

are used in the system identification applications and specially 

to control design. In each situation, either the controller 

parameters or the systems structure can be optimized, or both 

at once. Stability analysis, sensor-actuator placement, fault 

diagnostics, and a number of other issues are only a few 

examples of the many applications. 

Therefore, the reproduction operators such as mutation and 

crossover allow the GAs to identify global optimal solutions 

inside the search space [11]. Then rapidly identify a reasonable 

solution to a problem with high complexity, the GAs are 

highly interesting and powerful tools [12]. 

The implementation of the different control laws requires 

the determination of the different parameters of these 

controllers. This is not obvious since there is no direct method 

to determine these parameters. Our contribution in this work 

is to introduce a metaheuristic optimization method known as 

Genetic Algorithm in order to find the optimal parameters of 

the nonlinear controller. 

After the introduction section, this paper is organized as 

follows: The second section covers a mathematical description 

of our system. After that, a Backstepping controller is 

proposed to control the robot manipulator position in section 

3. Our work is prolonged by GA implementation to find the 

best controller parameters (optimal gains) to get the wished 

performances in section 4 and 5. Simulation tests and 

discussions are presented in section 6. The conclusions are 

finally drawn in the last section, Section 7.  

 

 

2. MATHEMATICAL DESCRIPTION OF THE MIMO 

SYSTEM  

 

An n-dof robot manipulator's dynamics in its joint space can 

be described by a second-order nonlinear differential equation 

[3] 

 

𝑀(𝑞)�̈� + 𝐶(𝑞, �̇�)�̇� + 𝐹𝑣�̇� + 𝐺(𝑞) = Γ (1) 

 

where, 𝑞, 𝑞 ̇ , 𝑞 ̈ ∈ 𝑅𝑛 stands for the link position, velocity, and 

acceleration vectors, respectively; the vector of applied link 

torques is  Γ ∈ 𝑅𝑛 ; the symmetric positive definite inertia 

matrix is denoted by 𝑀(𝑞) ∈ 𝑅𝑛×𝑛 ; the notation 𝐶(𝑞, �̇�)�̇� ∈
𝑅𝑛 denotes the Coriolis and centrifugal torque vector; 𝐺(𝑞) ∈
𝑅𝑛 is the gravity vector; and 𝐹𝑣 ∈ 𝑅𝑛×𝑛 represents the diagonal 

matrix of the viscous friction coefficients; 

Following are the structural properties for each term in the 

robot dynamics mentioned in Eq. (1) [4]. These properties will 

provide a wealth of knowledge that will be helpful in 

developing robot control strategies [3, 4]. 

 

P1:𝜑1𝐼𝑛 ≤ 𝑀(𝑞) ≤ 𝜑2𝐼𝑛 (2) 

 

For some strictly positive constants 𝜑1and 𝜑2. 

 

P2:�̇�(𝑞) − 2𝐶(𝑞, �̇�) 3) 

 

Is a matrix with skew symmetry. 

 

P3:‖𝐺(𝑞)‖ ≤ 𝑔𝑚𝑎𝑥 (4) 

 

P4:‖𝐹𝑣�̇� + 𝐹𝑠(�̇�)‖ ≤ 𝑣1‖�̇�‖ + 𝑣2 (5) 

 

where, 𝐹𝑠(�̇�) is the dry friction vector, with 𝑣1, 𝑣2 > 0. 

Consider the fact that ‖ ‖ represents the Euclidean vector 

norm. 

The objective sought through this paper is to develop a 

controller to have a good trajectory tracking, between the 

output vector and the desired trajectory 𝑞𝑑. With the aim to 

simplify the control design formulation, we define  𝑥1 =
𝑞, 𝑥2 =  �̇�, the formulation (1) can be denoted by (6) 

 

{

�̇�1 = 𝑥2                                                                                  

�̇�2 = 𝑀−1(𝑥1) ∗ (Γ − 𝐶(𝑥1, 𝑥2)𝑥2 − 𝐹𝑣𝑥2 − 𝐺(𝑥1))
𝑦 = 𝑥1                                                                                    

 (6) 

 

where, 𝑦 ∈ 𝑅𝑛 is the system output. 

 

 

3. BACKSTEPPING CONTROL LAW APPLIED TO 

TRAJECTORY TRACKING 

 

Backstepping control technique is recognized as a recursive 

Lyapunov-based technique. The principal idea of this 

technique is to design a controller in recursive way by 

considering as ‘virtual controls’ some state variables, and uses 

them as intermediate control laws. 

As previously mentioned, in tracking systems, the sought 

control objective is to create a law of control that forces the 

joint position q to follow the desired position qd. The 

Backstepping control scheme that is used to achieve the 

position-tracking objective may be described down into many 

steps as shown below. 

1st step:  

In the position tracking case, the error of tracking is chosen 

as the first regulatory variable defined as: 

 

𝜀1 = 𝑥1 − 𝑥1𝑑 (7) 

 

And its derivative is: 

 

𝜀1̇ = �̇�1 − �̇�1𝑑 (8) 

 

The choice of the first Lyapunov function is given by 

following: 

 

𝑉1 =
1

2
𝜀1

𝑇𝜀1 (9) 

 

Then the derivative of 𝑉1 given in Eq. (9) can be represented 

as: 

 

�̇�1 = 𝜀1
𝑇𝜀1̇ = 𝜀1

𝑇(�̇�1 − �̇�1𝑑) (10) 

 

Assuming that �̇�1 is the controlling term in Eq. (8), a virtual 

control 𝛼1 is selected to stabilize the subsystem so that �̇�1 =
𝛼1. By using the Lyapunov function 𝑉1, 𝛼1 is derived as: 

 

𝛼1 = −𝐾1𝜀1 + �̇�1𝑑 (11) 
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where, 𝐾1 ∈ 𝑅𝑛×𝑛  is a positive-definite diagonal matrix. 

Therefore, by substituting (11) in (10), the time derivative of 

the first Lyapunov function 𝑉1 can be represented as: 

 

�̇�1 = −𝜀1
𝑇𝐾1𝜀1 (12) 

 

2nd step: 

The difference between 𝛼1  and �̇�1  defines the next 

regulatory variable 𝜀2, given that, the actual control has not yet 

been applied and that these two terms will not be equal. Thus, 

𝜀2 is provided by 

 

𝜀2 = �̇�1  − 𝛼1 = 𝑥2 + 𝐾1𝜀1 − �̇�1𝑑 (13) 

 

The derivative of 𝜀2 given in Eq. (13) can be expressed as  

 

𝜀2̇ = �̇�2  − �̈�1𝑑 + 𝐾1𝜀1̇ (14) 

 

The second Lyapunov function 𝑉2 is chosen as 

 

𝑉2 = 𝑉1 +
1

2
𝜀2

𝑇𝜀2  (15) 

 

Then the derivative of 𝑉2  expressed by (15) can be 

represented as 

 

�̇�2 = �̇�1 + 𝜀2
𝑇𝜀2̇ (16) 

 

By replacing (6), (12) and (14) in (16), the derivative of the 

function of Lyapunov 𝑉2 can be represented as 

 

�̇�2 = −𝜀1
𝑇𝐾1𝜀1 + 𝜀2

𝑇(�̇�2  − �̇�1) 

     =  −𝜀1
𝑇𝐾1𝜀1 + 𝜀2

𝑇(𝑀−1(𝑥1) ∗ (U − 𝐶(𝑥1, 𝑥2)𝑥2 −
𝐹𝑣𝑥2 −            𝐺(𝑥1))  − �̇�1) 

(17) 

 

The following structure is expected for the backstepping 

control law 𝑈𝐵𝑇𝑃: 

 

𝑈𝐵𝑇𝑃  = 𝐶(𝑥1, 𝑥2)𝑥2 + 𝐺(𝑥1) + 𝑀(𝑥1) �̇�1

− 𝐾2 𝑀(𝑥1) 𝜀2 
(18) 

 

where, 𝐾2 ∈ 𝑅𝑛×𝑛  is a positive-definite diagonal matrix. 

Consequently, using (16)-(18), the time derivative of 𝑉2 can 

be written as 

  

�̇�2 = �̇�1 − 𝜀2
𝑇 𝐾2 𝜀2 

≤ −𝜀1
𝑇𝐾1𝜀1 − 𝜀2

𝑇 𝐾2 𝜀2   ≤ 0 
(19) 

 

As can be seen from (19), �̇�2 is a negative-definite function. 

Backstepping control system stability is guaranteed by using 

the Lyapunov stability theorem [2, 14]. 

 

 

4. THE GA METHOD  

 

Genetic Algorithms (GAs) are metaheuristic methods which 

can be used to solve different optimization problems [12, 15]. 

Holland through his work entitled, ‘‘Adaptation in Natural and 

Artificial Systems’’ introduce for the first time the principles 

of GAs method [16]. They are based on the genetic 

reproduction of biological processes, thus the GAs implement 

the optimization strategies by using the simulation of 

evolution of species through the process of naturel selection. 

Based on using a direct analogy of natural and biological 

behaviour, GAs work with the principle of evaluating of each 

individual in a given population, every individual is 

represented by a chromosome, and evaluated by using a 

function of fitness. Chromosomes with the most important 

fitness function will have an important chance to participate in 

the next generation and survive to generate offspring. 

An iterative procedure of five steps is composed to form a 

GA structure, these steps are described below [17, 18]: 

Coding: In this step, the parameters as a set, which can be a 

potential solution to a given problem are associated together 

to form a chromosome (string of values). Generally, the best 

is to use a binary coding; however, there are other kinds of 

coding that can be identified, such as real coding. 

Generate an initial population: The size of the initial 

population must be fixed. The choice of the size is very 

important because it conditions that the convergence towards 

the global optimum is fast or less. 

The fitness function (function of evaluation): Defined to be 

proportional to the ability or utility of the chromosome, to 

evaluate and compare every solution to the other one. The 

fitness function must be developed with respect of several 

criteria, by taking into account the satisfying of the constraints 

existing in the problem [19, 20]. 

A whole new population of solutions is generated by using 

the genetic operators, which can allow a population 

diversifying and an exploration of the state space, below the 

genetic operator:  

Selection: Through this operator, the best chromosomes 

(individuals) are selected from the current population. This 

operator gives a favour in the selection as parents, to the best 

individuals for producing offspring. Random selection, 

roulette wheel mechanism and selection by tournament are the 

most used methods of selection [21]. 

Crossover operator: This operator choose two individuals 

(parents “Par”) with a probability Pc, takes their chromosome 

strings, cuts them at a chosen random position and swap the 

tail segment to the right of this point, to produce two offspring 

(Child “Ch”) [22, 23]. Several forms of crossover operator 

exist, the single point crossover showed in Figure 1 and two 

points in Figure 2.  

 

 
 

Figure 1. Single point crossover 

 

 
 

Figure 2. Two point’s crossover 

 

Mutation operator: This operator is applied after the 

crossover operator to reinforce the GA to reach the optimal 

Crossover 

Par 1 Par2 

Ch 1 Ch 2 

Crossover 

Par1 Par 2 

Ch 1 Ch 2 
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solution. It simply select randomly a bit position on the chosen 

chromosome and alters the value (1 to 0 or 0 to 1) with a 

probability (typically small 0.001) [24]. Figure 3 shows the 

eighth bit of chromosome being mutated.   

 

 
 

Figure 3. Mutation operator 

 

Elitism Operator: After the application of the crossover and 

mutation operators, a great risk exists to lose the best 

chromosomes. One or more of the best chromosomes are 

copied as part of the elitism operator to participate in the next 

generation, and then according to the usual reproduction 

algorithm, the population remainder is generated.  

The algorithm stop test plays an important part in the 

judgment of the individual’s quality. This stop test allows us 

to ensure that the solution obtained by the GA is optimal; two 

types of the stop test exist: 

The first one is to stop the algorithm after a fixed number of 

generations, defined a priori. This criteria of stop is adopted 

when a computing time duration is imposed. 

The second one is to stop the algorithm when there is no 

evolving or the population does not evolve sufficiently. Then 

the population is homogeneous and is close to the optimal 

solution, this stop test is the most objective and the most used. 

 

 

5. CONTROLLER OPTIMIZATION BY USING GA 

 

It is necessary to specify two parameter matrices 𝐾1 and 𝐾2  

in order to construct our Backstepping controller as specified 

by Eqns. (11) and (18). The choice of these parameters must 

guarantee the convergence of the link positions to the desired 

positions. Unfortunately, due to the nonlinearities and 

coupling effects of the robotic systems, we don’t have a direct 

technique to determine these parameters. GA can be used to 

find the optimal parameter values as presented in Figure 4, by 

taking into account the process's performance and 

characteristics, as well as all the system's potential responses, 

the desired dynamic performance for both links, the shortest 

response and establishment times, the static error zero, etc. 

[12]. As can be seen in Figure 4 the genetic algorithm based 

on errors as inputs to build the objective function, acts to 

optimize the backstepping controller parameters. 

 

 
 

Figure 4. The proposed optimized control scheme 

By using a binary code, all the controller parameters that 

need to be optimized are transformed with a finished length. 

In this first step, the problem is encoded into appropriate GA 

chromosomes, to build population after that. Strings and 

character that represent these parameters are juxtaposed and 

concatenated to construct the chromosome, as represented in 

Figure 5. Each chromosome belonging to the population may 

be a potential problem solution [25]. 

 

 
 

Figure 5. The representation of the chromosome structure  

 

A critical step in reducing the algorithm's execution time is 

selecting the initial population. Which is the population's size, 

which can be taken? By taking a small population size, it will 

progress probably to a local optimum with a little interest. 

Otherwise, a big population will be unusable for the reason 

that the convergence time could be excessive. The population 

size choice must ensure a reasonable balance between 

calculation time and result quality. Many works suggest in one 

population between 20 and 100 chromosomes [22]. We have a 

better chance of getting the optimal result, if we have more 

chromosomes. Nevertheless, we must consider the execution 

time. We therefore use between 80 and 100 as the number of 

chromosomes for each generation. 

A cost criterion can be set, with the objective to assess the 

closed-loop control system performances. These criteria are 

also used with conventional methods for controller design 

such as PID controller. The most frequently employed criteria 

of performance are JISE (Integral of Square Error), JIAE 

(Integral of Absolute Error), JITSE (Integral of Time-

Weighted Square Error), and JITAE (Integral of Time-

Weighted Absolute Error). Consequently, the fitness function 

can be expressed in a variety of forms to assess individuals at 

each generation; the most employed are as follows: 

 

𝐽𝐼𝐴𝐸 = ∫ |𝑒(𝑡)|
𝑡𝑓

0
𝑑𝑡  (20) 

 

𝐽𝐼𝑆𝐸 = ∫ (𝑒(𝑡))2𝑡𝑓

0
𝑑𝑡  (21) 

 

𝐽𝐼𝑇𝐴𝐸 = ∫ 𝑡|𝑒(𝑡)|
𝑡𝑓

0
𝑑𝑡  (22) 

 

𝐽𝐼𝑇𝑆𝐸 = ∫ 𝑡(𝑒(𝑡))2𝑡𝑓

0
𝑑𝑡  (23) 

 

where, 𝑡𝑓 is the simulation final time. The use of one or other 

of these four integral performance criteria may have 

advantages and disadvantages. For example, as disadvantage, 

the minimization by using JIAE and JISE performance 

criterion can result a relatively small overshoot in the response 

but a lengthy settling time because the JISE weights all errors 

equally time independent. Besides, employing the JITSE 

criterion of performance, this leads to overcome the JISE 

criterion's disadvantage. 

In order to control the time of the algorithm execution, we 

use the maximum generation termination as opposed to the 

optimal chromosome fitness values that change rate. Therefore, 

the maximum number of generation is set at 150, and we opt 

to the Roulette Wheel Selection. Once the parents selection 

step is made, a simple crossover point operation is applied.  

Mutation 

1 ... ... 0 1 0   ... 1 1 1 

k2 k1 
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The mutation operator is done by setting its probability 

around 0.1%. Generally, this operator shouldn't be used too 

frequently because the search process will become a random 

search as the mutation probability increases. 

 

 

6. RESULTS OF SIMULATION AND DISCUSSION 

 

Simulations using the 2-dof rigid robot manipulator seen in 

Figure 6 were used to test the controller of section 3 that was 

tuned by the genetic algorithm. The dynamics of this robot are 

expressed as in Eq. (1). The robot dynamics are stated as 

follows by taking into account the symbols in Table 1 [26]: 

 

[
𝑀11     𝑀12

𝑀21     𝑀22
] [

�̈�1

�̈�2
] + [

𝐶11     𝐶12

𝐶21     𝐶22
] [

�̇�1

�̇�2
] + [

𝑔1

𝑔2
] = [

𝜏1

𝜏2
] (24) 

 

The elements 𝑀𝑝𝑘(𝑞)(𝑝, 𝑘 = 1,2) from the inertia matrix 

𝑀(𝑞) are expressed as: 

 

𝑀11 = 𝑚1𝑙𝑐1
2 + 𝑚2(𝑙1

2 + 𝑙𝑐2
2 + 2𝑙1𝑙𝑐2𝑐𝑜𝑠(𝑞2)) + 𝐼1

+ 𝐼2 

𝑀12 = 𝑀21 = 𝑚2𝑙1𝑙𝑐2𝑐𝑜𝑠(𝑞2) + 𝑚2𝑙𝑐2
2 + 𝐼2 

𝑀22 = 𝑚2𝑙𝑐2
2 + 𝐼2 

(25) 

 

The elements 𝐶𝑝𝑘(𝑞, �̇�)(𝑝, 𝑘 = 1,2) of the centrifugal and 

Coriolis matrix 𝐶(𝑞, �̇�) are given as follows: 

  

𝐶11 = −𝑚2𝑙1𝑙𝑐2𝑠𝑖𝑛(𝑞2)�̇�2 

𝐶12 = −𝑚2𝑙1𝑙𝑐2𝑠𝑖𝑛(𝑞2)(�̇�1 + �̇�2) 

𝐶21 = −𝑚2𝑙1𝑙𝑐2𝑠𝑖𝑛(𝑞2)�̇�1 

𝐶22 = 0 

(26) 

 

The gravitational torque vector 𝐺(𝑞)  is given by the 

following expression: 

 

𝑔1 = (𝑚1𝑙𝑐1 + 𝑚2𝑙1)𝑔 𝑐𝑜𝑠(𝑞1)
+ 𝑚2𝑙𝑐2𝑔 𝑐𝑜𝑠(𝑞1 + 𝑞2) 

𝑔2 = 𝑚2𝑙𝑐2 𝑐𝑜𝑠(𝑞1 + 𝑞2) 

(27) 

 

 
 

Figure 6. 2-dof robot system 

 

 

In the simulations, the control aim is to push the joint angles 

of the two-link robot manipulator to track periodic sinusoidal 

trajectories. 

 

𝑞𝑑 = [2 sin(1.25𝑡)   1.5 𝑠𝑖𝑛 (1.25𝑡)]𝑇 

 

Table 1. Parameters values  

 
The parameter Symbol Value Unit 

link1 length 𝑙1 0.205 m 

link2 length 𝑙2 0.210 m 

link1 center of gravity 𝑙c1 0.1548 m 

link2 center of gravity 𝑙c2 0.105 m 

link1 mass 𝑚1 3.55 Kg 

link2 mass 𝑚2 0.75 Kg 

link1 inertia 𝐼1 3.7× 10-5 Kgm2 

link2 inertia 𝐼2 1.47× 10-4 Kgm2 

gravity acceleration 𝑔 9.81 ms−2 

 

The parameters of GA are specified in Table 2: 

 

Table 2. Genetic algorithm parameters  

 
Population size 80 

Generations Number 120 

Crossover Probability 0.8 

Variables number 4 

Function of selection  Roulette wheel mechanism 

 

The numerical values of the parameters are obtained after a 

number of experiments. 

To validate the viability of the proposed scheme controller, 

two simulation cases are presented: the first one in absence of 

external disturbance, and the second one with the external 

disturbance. The found parameters of the proposed controller 

are optimised and given in the Table 3, in both cases. 

The obtained parameter values are given in Table 3: 

 

Table 3. The optimal values of parameters 

 
𝑲𝟏𝟏 𝑲𝟏𝟐 𝑲𝟐𝟏 𝑲𝟐𝟐 

102.53 601.35 103 610.22 

 

Case 1: disturbance-free, with initial conditions different of 

zero 

The system initial state value is given by: 

 

𝑥1(0) =  [0.2, 0.1] and 𝑥2(0) =  [0, 0] 
 

In this case, the Figures 7 to 11 show the different 

simulation results. 

According to the Figures 7-11, the suggested scheme is 

skilled to control the two dof robot manipulator. The responses 

from both links have followed the desired trajectories for the 

acquired parameters, despite the fact that the starting 

conditions for the tracked trajectories' initial points differ, and 

as can be seen, both errors converge to zero quickly. 

 

 
 

Figure 7. First link's 𝑞1angle position response under the 

initial condition 0.2 
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Figure 8. Second link's 𝑞2 angle position response under the 

initial condition 0.1 

 

 
 

Figure 9. Control torque of both links with initial condition 

[0.2, 0.1] 

 

 
 

Figure 10. Time responses velocity of both links with initial 

condition [0.2, 0.1] 

 

 
 

Figure 11. Time responses of tracking errors for both links 

with initial condition [0.2, 0.1] 

 

The Genetic Algorithm tuned Backstepping controller 

reveals short convergence time. Through figures 7 and 8 we 

notice that even when the initial conditions are different from 

zeros [0.2, 0.1], the system's response joins the reference 

trajectory in a very short time. 

To record the control performance, the position-tracking 

response's mean square error (MSE) measurement is well 

described as follows 

 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠 = 𝑀𝑆𝐸 =
1

𝑇
∑ (𝑞𝑖(𝑚) − 𝑞𝑖𝑑(𝑚) )2𝑇

𝑚=1   (28) 

 

Since each of the four aforementioned criteria has benefits 

and drawbacks, we tried them in our work to determine which 

is the most effective and applicable to our application. The 

MSE criterion is very satisfactory in terms of results quality 

and simulation time.  

The associated tracking errors are depicted in Figure 11, the 

respective MSE values of the tracking errors are 1.8143×10-04 

and 4.0679×10-04. The convergence of all internal tracking 

errors (𝜀1  and 𝜀2 ) in the proposed genetic algorithm based 

Backstepping control system can be guaranteed according to 

the stability analysis. 

Figure 9 shown that a small chattering control effort exist. 

The algorithm's choice of 120 iterations, an 80 individual 

population size, a crossover operator of 0.8, and a mutation 

operator of 0.01 is justified in order to produce a population 

with a high degree of diversity as a result of these reproduction 

operations. Simple crossover operator and binary mutation are 

used, along with a roulette wheel selection mechanism, to 

complete chromosomes reproduction. 

The simulation results show that this optimization approach 

is unable to produce a precise solution for a population of less 

than 20 chromosomes. To achieve a better solution, the 

population must contain at least 20 to 30 chromosomes.  

Moreover, it is noted that using a population with an enormous 

size (around 200 to 300 chromosomes) had no effect on the 

fitness function values' progression. On the other hand, as the 

population increases, the amount of time and memory needed 

to process data increases as well, which might make large-

scale experiments difficult. As a result, we can state that the 

best population size in terms of the fitness function value and 

the necessary computational resources is between 80 and 100 

people. 

Case 2: taking in account the disturbance effect 

In this case, we consider the following disturbance, i.e.  

 

𝑑 = [1.5 sin (
2 × 𝜋

0.2
𝑡)   0.5 𝑠𝑖𝑛 (

2 × 𝜋

0.2
𝑡)]

𝑇

 

 

The disturbance situation is occurring at 2 s. 

The results of simulation in this case are presented in 

Figures 12 to 16. 
 

 
 

Figure 12. First link's 𝑞1 angle position response under the 

initial condition 0.2 and disturbance d 

 

 
 

Figure 13. Second link's 𝑞2 angle position response under the 

initial condition 0.1 and disturbance d 
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Figure 14. Control torque of both links with initial condition 

[0.2, 0.1], and disturbance d 

 

 
 

Figure 15. Time responses velocity of both links with initial 

condition [0.2, 0.1], and disturbance d 

 

 
 

Figure 16. Time responses of tracking errors for both links 

with initial condition [0.2, 0.1], and disturbance d 

 

At first glance from Figures 12 and 13, we can find that 

despite the sinusoid disturbance the system will stay still stable, 

as well as both links' responses tracked the desired trajectories. 

By observing Figure 14 serious chattering control torques 

can be seen, mostly after disturbance occurring. 

Figure 15 shows time responses velocity of the two links 

under disturbance effect. 

In Figure 16, it can be seen that the tracking error comes out 

when the sinusoidal disturbance is introduced. However, the 

maximum amplitude of the tracking error is as minor as 0.001, 

and which decreases. As can be observed, link 1 is more 

susceptible to the effects of disturbances since it bears the 

stress applied from the second link. 

The respective MSE values in this case of the tracking errors 

in Figure 16 are 1.8664×10-04 and 4.0647×10-04. 

 

 

7. CONCLUSIONS 

 

The present paper investigates a new hybrid control method 

designed for a class of nonlinear system, which combines two 

approaches: the backstepping control technique and genetic 

algorithm. 

Backstepping controller is a recursive procedure that 

divides a design problem for the complete non-linear system 

into a sequence of problems for reduced order systems; this 

allows to have in a constructive way a control law allowing to 

ensure the stability in closed loop of the system using the 

function of Lyapunov. 

In this control scheme, backstepping controller parameters 

are tuned by using GA optimization method for a two dof robot 

manipulator control. The main advantages of this method is 

the fast converging of tracking errors to zero when the initial 

conditions are different of zero, the stability and robustness 

against disturbances. 

Additionally, where the fitness function for GA is based on 

error, genetic algorithms are employed to determine the 

optimal Backstepping control parameters. On other hand, 

several difficulties might arise when utilizing genetic 

algorithms, particularly when choosing the population size and 

generation number to be employed, which often impacts the 

results quality and the speed of the execution. 

Simulation results show that, the algorithm's execution time 

increases when the population size is increased, necessitating 

the use of a powerful calculator. On the other hand, if we use 

a value less than 20, we get poor results, indicating that we 

haven't reached a global optimum. 

We found that the proposed scheme provides a good results 

trajectory tracking of joint positions and velocities, and 

attenuates the external disturbance, which was applied on 

positions, so a fast converging of tracking errors to zero. These 

results revealed the suggested control schemes effectiveness 

for the 2-dof robot manipulator. 

In future work, other evolutionary optimization techniques 

may also be employed for the control parameter optimization. 

A comparison of the results produced using various fitness 

functions may be the topic of another work. 
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GA Genetic Algorithm 

BSC Backstepping Control 

DoF Degrees of Freedom  

MIMO Multiple-Input–Multiple-Output 

PSO Particle Swarm Optimization 

WOA Whale Optimization Algorithm 

ACO Ant Colony Optimization 

ROA Rider Optimization Algorithm 

 

96

https://doi.org/10.18280/jesa.550402
https://doi.org/10.18280/jesa.550113



