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Epilepsy is one of the earnest neurological disorders that require further social attention. 

Based on the International League Against Epilepsy (ILAE), which classifies the epilepsy 

term as a number of several seizures that occur in the brain. Electroencephalography (EEG) 

is considered our brain window to the electrical activity. It is a significant device used for 

diagnosing multiple brain disorders such as Epilepsy. Moreover, this study used data from 

Temple University Hospital Seizure Corpus (TUH), which represents an accurate 

description of the clinical cases for five types of epileptic seizures. Initially, to extract 

information from EEG signals, three types of feature extraction have been used namely Fast 

Fourier Transform, Entropy, and Approximate Entropy. Due to the high degree of variance 

of EEG signals, we implemented a band-pass filter to divide the signals into sub-bands called 

delta rhythm (0.1 - 4Hz), theta rhythm (5 -9Hz), alpha rhythm (10 - 14Hz), beta rhythm (15- 

31Hz), and gamma rhythm (32-100). The feature extraction outcome underwent 

normalization techniques and was used as input for the classifiers. Support Vector Machine 

(SVM), Decision Tree (DT), Naive Bayes (NB), and K-Nearest Neighbor (KNN) classifier 

have implemented in order to classify (1) second epoch length window. In the first scenario, 

we applied the FFT features to the classifiers, the results showed that SVM obtained the 

highest value compared to the other classifiers with 96% accuracy, whereas KNN was 92% 

and the DT and NB were 76% and 67%, respectively. The second scenario was applying 

entropy features to the classifiers, the results of classification were 91% for SVM and 88% 

for KNN, while the DT and NB were 76% and 67%, respectively. The last scenario was 

ApEn, which shows that SVM still gains the highest value, which was 83%, and 76% for 

KNN, where the DT and NB were 65% and 69%, respectively. From the aforementioned 

results, we deduced that SVM achieved the best accuracy when applied with the three feature 

extractions. 
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1. INTRODUCTION

Neural cells activities of the human brain begin during the 

17th to 23rd week of prenatal and the electrical signals 

generated by the brain indicate not only the brain activity, but 

the overall condition of the body from infancy to old age [1]. 

The brain consists of interconnected neurons, and the nervous 

system is divided into two parts; the central nervous system 

and the peripheral nervous system, which travels through a 

network of connections between all parts of the body as an 

integrated system [2, 3]. The activity that the human performs 

must pass through the neuron cells. The nervous system 

controls all the activities and processes of the body, and there 

are numerous messages circulating all the time between the 

brain and all parts of the body about the expression of feelings, 

in addition to the thought process. Two neural mechanisms, 

the central nervous and autonomous systems operate to 

maintain the neural activities, simultaneously. The former one 

is mainly responsible from the cognitive domain activity while 

the latter one manages the involuntary processes such as 

digestion [4], heart work [5], breathing [6], body temperature 

[7], and the activity of the glands that maintain the human 

body. 

In the brain, various electrical signal types generated are 

related to the whole body [1]. This presumption provides such 

a good reason for the researchers to apply several signal 

processing techniques using (EEG) signals that are measured 

from the scalp surface. EEG is considered one of the supreme 

devices in our modern era which can collect signals non-

invasively [8, 9]. EEG used to diagnose different types of 

diseases such as stroke [10], sleep disorder [11], alzheimer’s, 

epilepsy [12-14], and memory loss [12]. 

Epilepsy is one of the common diseases in neurology that 

affect neural cells. EEG is the golden standard measurement 

that helps researchers to diagnose epilepsy based on abnormal 

brain signals "epileptic seizures". Seizures cause unusual 

routines on the person’s behavior [15]. According to the 

international league against epilepsy (ILAE), epilepsy is 

defined as the presence of unprovoked recurrent seizures [16]. 

The seizure can come from infinitesimal to severe muscle 

twitching, which is a general and long-lasting spasm. In 

clinical services and neurology, if two or motiveless seizures 

happen, that leads to suspicion that might be epilepsy. 

However, there are two types of epileptic seizures depending 

on the brain occurrence part, the first called focal seizures 

when occurring in one part of the brain which is very 
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hazardous, whereas the second one called generalized non-

specific seizures when is happens in the whole brain. 

Distinguish between these two types is difficult due to the 

similarity of their characteristics. 

The purpose of this study is to find the best effective 

classification technique (algorithm) for classification EEG 

signals for epileptic seizures. Thus, we implemented three 

types of feature extraction applied on EEG signals to extract 

the hidden information. Features that extracted by FFT, 

approximate entropy, and Entropy values were from 1-second 

epoch length window. Hence, these features undergo 

normalization methods used as input for the four classifiers 

namely K-nearest neighbor (KNN), support vector machine 

(SVM), naive bayes (NB), and decision tree (DT). The 

software used to implement these algorithms was MATLAB 

(R2021a).  

Due to the accuracy in prior studies achieved fairly 

acceptable results as shown in the literature review section and 

this gives us the motivation to conduct this study, we 

summarize it in three main points: 1) To provide a method that 

can help the health sector to identify epileptic seizures with 

accurate results. 2) To develop a method with low 

computational complexity which can save the time to diagnose 

seizures accurately. 3) To achieve the best effective 

classification algorithm for identifying the type of epileptic 

seizures from EEG signals, whereas usually (in previous 

studies) the classification is performed based on the signals not 

on the type of epilepsy but just to decide whether it is normal 

or epilepsy. 

Based on our obtained results, our method achieved higher 

accuracy results when compared to the previous studies. From 

the three scenarios, the highest accuracy results obtained by 

using the FFT feature method with SVM, compared to the 

other types of classifiers using the same features. Whereas by 

using the entropy family for feature extraction, the SVM 

classifier has a clear superiority over the other three used 

classifiers. Based on the results, we concluded that SVM 

attained the highest accuracy when used with the three features. 

The paper concepts discussed as follows: Section I, is the 

introduction, wherein Section II, describes the literature 

review. While Section III described the used dataset. The 

methods and classification techniques were both discussed in 

sections IV and V. The results are reported in Section VI. The 

conclusion is set in section VII. 

 

 

2. LITERATURE REVIEW 

 

Various studies implemented machine learning techniques 

to classify epilepsy using EEG dataset. One of these studies 

done by Kumar et al. [17], used spectral, wavelet entropy, and 

sample entropy as feature extraction and used as input for both 

types of neural network (NN), which are radial basis network 

(RBN) and elman neural network (ENN) for classification. 

Whereas [18], proposed a classification technique that relies 

on entropy feature extraction by empirical mode 

decomposition (EMD) technique and discrete wavelet 

transform domains. They applied low-energy entropy, 

shannon entropy, and renyi entropy, the results used as input 

to the KNN. Similar to the aforementioned study, the authors 

[19] used one of the most important databases: the Temple 

University Hospital EEG Seizure Corpus (TUH). They applied 

the signal decomposed method by empirical mode 

decomposition (EMD) on four seizures namely focal non-

specific seizure (FNSZ), simple partial seizure (SPSZ), tonic 

seizure (TNSZ), and generalized non-specific seizure (GNSZ). 

Their statistical features were mean-variance, skewness, 

kurtosis, standard deviation, and interquartile range used as 

features input dataset for the classification using support 

vector machine (SVM) classifier with different types of 

kernels, which is linear, quadratic, and cubic, the 

implementation done based on 5-folds. They achieved the best 

accuracy by using quadratic SVM which was 95%. In the 

study [8], researchers used the same dataset (TUH) for seizure 

classification. The authors selected three types of seizures: 

tonic-clonic seizure (TCSZ), generalized non-specific seizure 

(GNSZ), and focal non-specific seizure (FNSZ), and applied 

three techniques of signal processing which were independent 

component analysis (ICA), mel frequency cepstral coefficients 

(MFCC), and hjorth descriptor (HD), with support vector 

machine (SVM) classifier. Similar to the above study, [17], 

used EEG signals to detect epilepsy using fast fourier 

transform (FFT) to extract the hidden features. Then applied 

these outputs as input to the decision tree (DT) classification 

algorithm. Based on the aforementioned studies, researchers 

used statistical feature extraction techniques to extract 

information from EEG time series. A variety of studies applied 

different types of entropies to classify epilepsy; among the 

different types of entropies, wavelet entropy features achieved 

a higher accuracy of 94.5%, which is fairly acceptable. On the 

other hand, different studies have utilized the same dataset 

with multiclass but with diverse classification techniques, 

whereas the highest value was 95%. 

In the study [20], EEG signals used to diagnose neurological 

disorders for autism spectrum disorder (ASD) and epilepsy. 

EEG signals that collected from a patient's brain have different 

types of noise that are unwanted and called artifacts. Therefore, 

they eliminated the artifacts and applied independent 

component analysis (ICA) techniques. Later, they applied the 

discrete wavelet transform (DWT) to analysis the signal into 

sub-band delta (δ), theta (θ), alpha (α), beta (β), and gamma 

(γ). Then, five feature extraction types are implemented on 

these rhythms: logarithmic band power (LBP), variance, 

kurtosis, standard deviation (SD), and shannon entropy (SE). 

The classification techniques used were linear discriminant 

analysis (LDA), artificial neural networks (ANNs), K-nearest 

neighbor (KNN), and support vector machine (SVM). The 

results obtained were for two-classes as 99.9% using DWT + 

LBP feature extraction with SVM and 97% using DWT + LBP 

feature extraction with ANN for three-classes. 

Similar to above studies, in the study [12], author used EEG 

signals that had been collected from 15 volunteers with three 

different conditions; rest with closed eyes states, opened eyes 

states, and mental workload. The EEG signal was collected 

from the scalp using 16 channels, which later became an input 

to the power spectrum for feature extraction. Next, three 

classification types of techniques used: decision tree (DT), 

support vector machine (SVM), and K-nearest neighbor 

(KNN). The highest accuracy result achieved was 94% for 

KNN, while the DT and SVM obtained the same accuracy of 

88%. Whereas [21], used EEG signal to classify two epileptic 

seizures (focal and non-focal) by using four types of feature 

techniques using probability density function (PDF), energy 

and pattern spectrum entropy (PSE), mutual information (MI), 

and characteristic feature vector (CFR). Further, the outcome 

of feature techniques used as input for the adaptive neuro-

fuzzy inference system classification technique, which is a 

kind of artificial neural network (ANN). The accuracy 
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obtained was 99.4%, specificity 99.7%, and sensitivity 99.7%. 

In addition to this, an approximate entropy algorithm 

(improved approximate entropy: IAPE) was developed which 

can overcome the problem of fixed window length to improve 

feature extraction and lead to increase the accuracy [22]. The 

authors proposed a combination of two classification 

technique types which are multi-wavelet transform and ANN. 

The accuracy obtained from this method was 90%. In the 

above studies, the authors used several types of techniques to 

classify EEG signals. They proposed methods that were 

particularly useful for classifying two or three classes of 

epileptic seizures. We attempted to improve the accuracy 

further by our proposed new method using several types of 

feature extraction and supervised machine learning algorithms. 

As a result, we obtained an increased accuracy value when 

compared with the previous research. 

 

 

3. DATASET DESCRIPTIONS 

 

One of the most critical obstacles to developing machine 

learning (ML) is the lack of availability of big data resources 

that can support the training of complex deep-learning (DL) 

systems [23, 24]. Therefore, researchers and scientists try to 

solve these obstacles by providing different types of dataset 

for EEG signals such as Bonn [25], Freiburg [26], CHB-MIT 

[27], and Temple University Hospital Seizure Corpus (TUH). 

Where the last one was used in this study, which is one of the 

hugest open-source available for the researchers that 

represents an accurate description of the clinical case [28-30]. 

EEG Signals at TUH dataset collected by using 10-20 

standard electrode position (channels) which contains 

different types of the brain activities (epileptic seizures). Thus, 

we selected just 16 channels which were (FP1, FP2, F3, F4, 

C3, C4, P3, P4, O1, O2, F7, F8, T3, T4, T5, T6) as shown in 

Figure 1. In addition, we selected three sampling frequency 

types from the dataset that we used: 250HZ, 256HZ, and 

400HZ [31-33]. 

Table 1 shows the dataset that holds 5 different types of 

seizures which are generalized non-specific seizure "GNSZ", 

complex partial seizure "CPSZ", tonic-clonic seizure "TCSZ", 

focal non-specific seizure "FNSZ", and tonic seizure "TSNZ". 

GNSZ is a seizure type that there is not enough evidence to be 

classified as a specific one, therefore, it is defined as 

"generalized non-specific". Whereas FNSZ can happen in the 

brain hemispheric or focal, Therefore, it cannot be determined 

in specific. TCSZ has two phases; tonic or stiffening and then 

the whole body starts jerking or clonic [34]. CPSZ is a type of 

seizure that originates in a single lobe of the brain. The seizure 

could affect the patient and cause a loss of consciousness or 

awareness. TSNZ seizure causes unexpected stiffness or 

tension of the muscles for both legs and arms or even the trunk. 

Most seizures happen during sleep and stiffness and last about 

20 seconds. When a seizure occurs, it may cause a fall situation 

for the patient if he stood and when the seizure is finished the 

patient feels confused and very tired [35]. 

Preprocessing is one of the essential steps to forward in 

processing signals, which is used to make the data clearer to 

use. Therefore, there are different types of filters that are 

widely used to decrease noise (artifacts) from the data as much 

as possible and a meliorate the quality of the data that get from 

the brain [36]. Due to the high degree of variance of EEG 

power observed between 0.3-30Hz during the implementation 

of epilepsy seizures [37, 38]. Hence, the band-pass filter is 

applied as a preprocessing technique for the signals, which 

eliminate redundant frequencies (artifacts) and concentrate 

just on the spectrum that corresponds with the sub-band of 

EEG rhythms which are δ rhythm (0.1 - 4Hz), θ rhythm (5 -

9Hz), α rhythm (10 - 14Hz) and β rhythm (15- 31Hz), γ rhythm 

(32-100). 

 

 
 

Figure 1. The location of each electrode on the scalp is based 

on standard 10-20 within 22 channel TCP montage [31] 

 

 

4. METHOD 

 

It is imperative to point out that the data collected from the 

brain by an EEG device contains a significant amount of 

information. Thus, to classify data time-series, we need to 

extract hidden information from the signals. Feature extraction 

is considered a significant part of EEG signal processing and 

an indispensable task. Since there are a lot of techniques used 

to extract features from frequency-domain (FD), therefore, we 

used three different types of features namely the entropy, 

approximate entropy and fast fourier transform (FFT) [20, 39]. 

 

Table 1. Dataset description 

 
Class 

Names 
Event Name Description 

FNSZ 
Focal Non-Specific 

Seizure 

FNSZ is the type of seizure that cannot be able to specify through the seizure effect on the muscles, 

which clear show on the sensations 

GNSZ 
Generalized Non-

Specific Seizure 

GNSZ is the seizures that involve different symptoms such as tonic-clonic, tonic, atonic and febrile 

seizures as well as loss the consciousness in some cases 

CPSZ 
Complex Partial 

Seizure 

CPSZ is the kind of seizure that occurs in the one lobe of the brain, it may make awareness and in 

some cases the peoples loss consciousness  

TNSZ Tonic Seizure TNSZ is the type of seizure that clearly affects the muscles, arms, trunk, or legs. 

CNSZ Clonic Seizure 
CNSZ is the type of seizure that makes an effect in the face, legs, and arms, and then becomes very 

fast and intense, after three minutes it begins to slow down, and the body will relax. 
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Figure 2. EEG signals classification steps involve feature extraction and filter processing 

 

In literature, different entropy types have been used to 

extract features from complex data since they have the ability 

to provide estimations of complexity [40]. Among these, fuzzy 

entropy (FuzzyEn) [41, 42], permutation entropy [43], 

approximate entropy (ApEn) [44], symbolic dynamics based 

entropy [45], and sample entropy (SampEn) [46] are used in 

various studies. The most common entropy used in biological 

data is approximate entropy (ApEn) [47, 48], especially for 

detection of epilepsy [49, 50]. Thus, we used ApEn in this 

study as a second technique as feature extraction from EEG 

signals. It is defined as the predictability or measurement of 

regularity or randomness in a time-series of data. Since the 

ApEn technique is less sensitive to noise, it is used for short-

length data [51]. Besides, the most critical input parameters 

that affect the algorithm are r (similarity criterion), e (length 

of the data segment being compared) and N (length of data). 

Regularity can affect on the values; therefore, the high 

regularity provides a small value and vice versa. Where the 

low regularity provides a high value. Accordingly, the 

mathematical formula for ApEn equation was done by the 

scientists [52], as it is shown below in Eq. (1). 

 

𝐴𝑝𝐸𝑛(𝐸, 𝑟, 𝑁) =
1

(𝑁 − 𝑒 + 1)
∑ log  𝐶𝑖

𝑒 (𝑟)

𝑁−𝑒+1

𝑖−1

 

−
1

𝑁 − 𝑒
∑ 𝑙𝑜𝑔

𝑁−𝑒

𝑖=1

𝐶𝑖
𝑒+1 (𝑟) 

(1) 

 

Fast fourier transform (FFT) considered as a development 

for discrete a fourier transformation (DFT) algorithm. The 

FFT algorithm has the ability to calculate transformations 

faster than DFT by reducing the looping process [53]. One of 

the most crucial parts of feature extraction is the capability to 

convert the EEG signals from the time domain to the 

frequency domain, which we applied in this study. The 

mathematical formulation of FFT is shown in Eq. (2). 

 

𝑋(𝐾) = ∑ 𝑋[𝑛]𝑊𝑁
𝑘𝑛 = ∑ 𝑥

𝑛 𝑒𝑣𝑒𝑛

(𝑛)𝑛𝑤𝑁
𝑘𝑛 + ∑ 𝑥(𝑛)𝑤𝑁

𝑘𝑛

𝑛 𝑜𝑑𝑑

𝑁−1

𝑛=0

 

𝐾 = 0,1 … … , 𝑁 − 1 

(2) 

 

As aforementioned in the equation, the X(K) represents the 

fourier coefficients of x(n), which assumed it has a complex 

value (which mean a sample of time series that made up of N 

samples), the odd n and even n compatible with odd-numbers 

and even-numbers with the frequency of K, respectively. 

The number of features achieved were 6267 and 5990 for 

entropy and FFT while ApEn were 5653. Before fed the 

features to the classifiers the extracted features performed to 

normalization (L2-Norm). Figure 2 shows the processes that 

had been applied as a method used to classify five epileptic 

seizures that we obtained from the source (TUH).  

 

 

5. CLASSIFICATION 

 

5.1 Support vector machine (SVM) 

 

In the last few years, many different types of clustering and 

classification methods have been used in machine learning, 

where each one has its own advantages. Among them, linear 

discriminant analysis (LDA), K-means clustering, artificial 

neural networks (ANNs), fuzzy logic, hidden markov 

modelling (HMM), decision tree (DT) [54], naive bayes, and 

SVM which is the most common ones.  

Where SVM has the ability to classify dataset using both 

non-linear and linear methods by using kernels. Therefore, 

SVM is used primarily within linear dataset due to its ability 

to effectively split data. However, SVM was developed by 

[55]. In SVM, a hyperplane is considered the most significant 

part, where it utilizes mathematical functions to determine an 

optimal hyperplane that can split into two classes in training 

dataset within the maximum margin. Then the space between 

the closest train data points increased to find the boundaries of 

the classes which represents the optimal hyperplane. Which 

eliminates some of the inconsequential data from the training 

dataset to minimize the classification error [56]. However, 

when dataset is organically non-linear the SVM uses a kernel 

function to transform the data to the high-dimensional to 

provide a separating hyperplane. The most common kernel 

functions utilized in SVM are sigmoid, polynomial, radial 

basis function (RBF), gaussian kernel, and linear [57-59], 

which is called a (kernel trick). However, in order to obtain 

perfect achievement, there are two critical parameters that 

affect the efficacy of SVM accuracy which are W and b. 

Where W is the data vector that converts the hyperplane and b 

is the displacement of that vector. Thereafter, the decision 

function D for input z can be defined by a mathematical 

expression as shown in Eq. (3) as well as the space between z 

to the hyperplane shown in Eq. (4). 
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𝐷(𝑧) = 𝑊 • 𝑧 − 𝑏, 

𝑤ℎ𝑒𝑟𝑒 𝒵 ∈ {
𝐴 𝑖𝑓 𝐷(𝑧) > 0
𝐵 𝑖𝑓 𝐷(𝑧) < 0

 
(3) 

 
𝐷(𝑧)

‖𝑤‖
 (4) 

 

5.2 Decision tree (DT) 

 

Decision tree (DT) is a technique used for classification and 

has the ability to deal with a huge dataset and convert the data 

to useful knowledge. The mechanism of the DT algorithm 

works top-down and break-down the datasets into smaller 

subsets during the construction of the tree. DT is composed of 

three main nodes which are root, internal, and leaf. The 

topmost node acts as a root, which is a start point and non-

contain any incoming edges, but it has outgoing edges, 

whereas internal nodes represented by dataset are an attribute, 

for each attribute, there is just one incoming branch, and it has 

at least two branches. The leaf nodes (or terminal node) denote 

the classes. DT can deal with numerical and categorical data. 

 

5.3 Naive bayes (NB) 

 

On the other hand, the naive bayes classifier was built 

entirely on bayes theorem [60]. It is a well-known algorithm 

in supervised classification. One of the advantages of the naive 

bayes classifier is decreasing the amount of the training data. 

Moreover, naive bayes classifier has the ability to perform 

very fast. The gaussian process can be used for both big data 

and normal data [61], In Eq. 5, factors σy and μy are estimated 

by maximum likelihood [62]. 

 

𝑃(𝜒𝑖|𝑦) =
1

√2𝜋𝜎𝑦
2

𝑒𝑥𝑝 (−
(𝑥𝑖 − 𝜇𝑦)

2

2𝜋𝜎𝑦
2

), (5) 

 

5.4 K-nearest neighbors (KNN) 

 

KNN is a non-parametric classification method initially 

developed in 1951 [63]. The classifier technique is based on a 

similarity measurement that can find the closest neighbors. In 

order to classify a new data point (X) the algorithm during the 

training phase checks the distance between the dataset and 

gives a particular label (K) that indicates its class, after 

checking all the training data, KNN specify the new point (X) 

to repeat the same process with all data in order to classify the 

data to their classes. The K number used in the classifier can 

be determined experimentally by searching for the minimum 

error rate. The KNN used euclidean distance to determine the 

distance, the mathematical formula shown below in Eq. (6). 

 

𝑑𝑖𝑠(𝑥1, 𝑥2) = ∑ √(𝑥1𝑖 − 𝑥2𝑖)2

𝑛

𝑖=1

, (6) 

 

where, x1 indicate to the fold x1 and x2 indicate to the fold x2 

where the X11, X12, X13...Xi represents the number of features 

that are associated to fold 1 while the X21, X22, X23...Xi 

represent the features numbers that are linked to fold 5. 

We used different types of performance rating scales to 

validate each model individually, using a confusion matrix 

from four types of outcomes, namely true positive (TP), true 

negative (TN), false positive (FP), and false negative (FN). 

Accuracy, sensitivity, and specificity were used to evaluated 

classifiers performance by using the equations listed below. 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑁
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

 

 

6. RESULTS 

 

This section presents the outcomes achieved by 

implementing the features derived using three different 

methods and four types of classifiers. After the feature 

extraction process, normalization is utilized to the data. The 

number of training data sets for the three feature extractions 

were: entropy (6267), FFT (5990), and ApEn (5653), and 

normalized before applied them in the classification. These 

data consist of 5 seizure types (GNSZ, CPSZ, TCSZ, FNSZ, 

and TSNZ). It is considered as an input to the classifier. Table 

2 shows the accuracy of each classifier which is related to each 

type of feature extraction. Entropy feature implemented for the 

classification models which gave a higher result in SVM (91%) 

and KNN (88%), whereas the other two classification 

techniques show the lowest value in DT (69%), and NB (53%) 

respectively. Once again, SVM achieved the highest value 

when compared to the other techniques by implementing the 

FFT features for the classification. The accuracy values were: 

SVM (96%), KNN (92%), DT (76%) and NB (67%) 

respectively. Finally, when ApEn was applied for 

classification models, SVM classifier got the highest values 

when compared to other classifier types. The accuracy values 

were: SVM (83%), KNN (76%), DT (65%), and NB (69%) 

respectively. 

It also worth mentioning that all results we obtained by 

using 5-fold cross-validation to be ensured that there are no 

unbiased during implement classification, where the n-fold 

separated the data into N equal to fold and training the data, 

this process repeated until getting the all 5-fold, and then the 

average computes to all n-fold. 

 

Table 2. Accuracy of each classifier instated feature 

extraction types using K-Fold cross-validation 

 

Feature 

Extraction 

Classifiers 

KNN 

(%) 

SVM 

(%) 

DT 

(%) 

NB 

(%) 

FFT 92.1 96.5 76.0 67.6 

Entropy 88.7 91.0 69.4 53.3 

ApEn 76.0 83.2 68.6 69.0 

 

To ensure our results, we used receiver operating 

characteristics curves (ROC) as a graphical plot that represents 

the ability of the classifier's performance (the bigger area 

under the curve refers to the better performance of the 

classifiers). As shown in Figure 3, which represents the 

implementation of the entropy feature. While Figure 4 depicts 

the FFT feature's implementation. Finally, Figure 5 depicts the 

ApEn functionality in action. It is very clear that SVM is the 

highest compared to the other classifiers in all scenarios. 
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Figure 3. ROC curve of using different types of classifiers 

for Entropy features 

 

 
 

Figure 4. ROC curve of using several types of classifiers for 

FFT features 

 

 
 

Figure 5. ROC curve of using diverse types of classifiers for 

ApEn features 

 

In addition to accuracy, sensitivity, and specificity that used 

together to measure the predictive performance of the 

classifier model. Figure 6 shows the confusion matrix for four 

types of classifiers based on FFT feature extraction. Moreover, 

Table 3 shows the sensitivity and specificity that obtained 

from the confusion matrix where the SVM obtained the 

highest specificity and sensitivity compared to other types of 

classifiers. 

 

 
 

Figure 6. Confusion matrix for different types of classifiers 

based on the FFT feature extraction. These results obtained 

by using 5-fold cross-validation 
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Table 3. The average sensitivity and specificity results using FFT feature extraction, where CM refers to Classifiers Model, FT 

refers to Feature Type, G refers to GNSZ, C refers to CPSZ, TC refers to TCSZ, F refers to FNSZ, and TN refers to TNSZ 
 

CM FT Specificity/Sensitivity G C TC F T 

KNN 

FFT 

Specificity (%) 97 97 98 97 99 

Sensitivity (%) 94 95 96 87 87 

SVM 
Specificity (%) 98 98 99 98 99 

Sensitivity (%) 95 95 97 94 97 

DT 
Specificity (%) 93 92 94 94 97 

Sensitivity (%) 71 74 76 70 89 

NB 
Specificity (%) 83 88 90 78 96 

Sensitivity (%) 77 61 69 57 79 
 

Table 4. The average sensitivity and specificity results using ApEn feature extraction where CM refers to Classifiers Model, FT 

refers to Feature Type, G refers to GNSZ, C refers to CPSZ, TC refers to TCSZ, F refers to FNSZ, and TN refers to TNSZ 
 

CM FT Specificity/Sensitivity G C TC F T 

KNN 

ApEn 

Specificity (%) 91 95 90 93 98 

Sensitivity (%) 62 85 81 69 82 

SVM 
Specificity (%) 94 96 94 95 98 

Sensitivity (%) 76 90 84 75 93 

DT 
Specificity (%) 90 92 89 90 96 

Sensitivity (%) 61 753 58 61 92 

NB 
Specificity (%) 91 93 82 93 96 

Sensitivity (%) 50 73 73 56 90 
 

Table 5. The average sensitivity and specificity results using Entropy feature extraction, where CM refers to Classifiers Model, 

FT refers to Feature Type, E refers to Entropy, G refers to GNSZ, C refers to CPSZ, TC refers to TCSZ, F refers to FNSZ, and 

TN refers to TNSZ 
 

CM FT Specificity/Sensitivity G C TC F T 

KNN 

E  

Specificity (%) 97 97 96 96 97 

Sensitivity (%) 92 93 83 92 81 

SVM 
Specificity (%) 97 98 97 98 97 

Sensitivity (%) 94 94 85 90 91 

DT 
Specificity (%) 91 92 92 91 93 

Sensitivity (%) 76 75 55 67 82 

NB 
Specificity (%) 87 90 87 85 91 

Sensitivity (%) 46 45 48 71 79 
 

Table 6. Comparison of our results with studies that classify epileptic seizures, where References (Ref.), accuracy (Acc), 

sensitivity (Sen), specificity (Spe) 
 

Ref. Dataset Classes  Feature Extraction Techniques Classifier 
Acc 

% 

Spe 

% 

Sen 

% 

[8] TUH 4 ICA, Hjorth Descriptor and MFCC SVM 90 97 88 

[19] TUH 4 Mean, Variance, Skewness, Kurtosis, Std SVM 95 NA NA 

[64] CHB-MIT 3 DWT SVM 94.8 NA NA 

[65] CHB-MIT 2 
Root Mean Square, Entropy, Power Spectral 

Density 
KNN  93 88 88 

[66] CHB-MIT 2 

Std, Mean, Variance, Median, Kurtosis, 

Skewness, Entropy, Moment, Maximum, 

Minimum, power 

KNN 84.8 NA NA 

[67] CHB-MIT 2 Spectral power KNN 80.87 NA NA 

[68] CHB-MIT 2 DWT SVM 92.30 91.71 92.89 

[69] CRCNS 2 
HFO stacked denoising frequency autoencoder  

(SDAE) 
SWAF-ABSVM 92.4 NA  NA 

[70] Bonn 3 DWT 
Radial basis function neural 

networks (RBFNN) 
82.3 95.6 68 

[71] UCI 2 Mean, Std SVM 80.30 73.74 86.85 

[72] UCI 2 WT ANN 95.2 92.12 98.17 

[73] Private  2 Entropies 
The adaptive neuro- fuzzy 

inference system (ANFIS) 
92.2 NA NA 

[74] 
Bern 

Barcelona 
2 EWT LS-SVM 90.5 88 92 

[75] 
Bern 

Barcelona 
2 Delay permutation entropy SVM 84 NA NA 

[76] 
Bern 

Barcelona 
2 Entropy KNN 84 84 84 

Ours TUH 5 FFT SVM 96.5 98.4 95.6 
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Figures 7 and 8 show the confusion matrix of the four types 

of classifiers by applying the two types of feature extraction, 

which are ApEn and entropy. Table 4 illustrates the confusion 

matrix results obtained for both sensitivity and specificity after 

implementing the ApEn feature. While Table 5, represented 

the confusion matrix results that got by implementing the last 

feature which is entropy. It is clear that SVM classifier 

outperforms again with the highest value for both (sensitivity 

and specificity) for the five class types (GNSZ, GPZS, TCS, 

FNSZ, TZSZ), in terms of comparison to another classifier 

(KNN, DT, NB). 

 

 
 

Figure 7. Confusion matrix for different types of classifiers 

based on the ApEn feature extraction. These results obtained 

by using 5-fold cross-validation 

 

 
 

Figure 8. Confusion matrix for different types of classifiers 

based on the Entropy feature extraction. These results 

obtained by using 5-fold cross-validation 

Finally, as shown in Table 6, we compared our results with 

a lot of papers using several types of methods aimed to classify 

epileptic seizures. Obviously from that table our method is 

superior to the published papers. 

 

 

7. CONCLUSIONS 

 

Brain-computer interface (BCI) may have various names 

such as brain-machine interface (BMI), mind-machine 

interface (MMI), direct neural interface (DNI), and neural 

control interface (NCI) all these terms pour into one goal 

which provides the communication channel between the 

human brain and computer. BCI is considered a significant 

part of machine learning since it has the capability to measure 

the activity of the central nervous system (CNS) through the 

EEG device. Also, it assists to enhance the people life who 

have neuromuscular disorders such as spinal cord injury, 

cerebral palsy, amyotrophic lateral sclerosis, stroke, etc. The 

brain-computer interface (BCI) is related to the brain which is 

responsible for human behavior and control all the perceptual 

and voluptuous functions. However, the main objective of BCI 

is to build models that can reduce the amount of training data 

and the number of sensors used. For instance, epilepsy disease 

used the BCI techniques for detection and classification, using 

EEG signals which were our main objective in this study. EEG 

signal analysis is deemed as one of the most critical parts that 

can reflect the activity of the brain. 

In this study, we used machine learning classification 

techniques to classify five types of epileptic seizures namely 

(GNSZ, GPZS, TCS, FNSZ, TZSZ), with three types of 

feature extraction namely FFT, entropy, and ApEn. Thus, in 

order to apply our proposed method, we have three major steps: 

First, we applied a band-pass filter to remove the noise and 

divide the signal into sub bands. Afterwards, normalized 

features extracted. Finally, four types of classification 

techniques used in the study, namely (SVM, KNN, NB, and 

DT). 

We compared it with 16 studies that used different types of 

data to classify epileptic seizures. There are different types of 

factors that play a significant role in the results, such as the 

number of electrodes, length of the window, number of 

patients, and so on. To be more accurate and reassuring, we 

compared studies using the same data. In studies [8, 19], used 

different types of feature extraction methods on the raw data 

excluding the noise removal process and the final results they 

obtained were less than the ones that we achieved. 

The CHB-MIT was utilized in several studies to classify 

two or three types of epileptic seizures [64-68]. Feature 

extraction methods are critical for final accuracy, in 

aforementioned studies, statistical feature approaches in the 

time domain utilized, as well as two types of classifiers (KNN 

and SVM). Our findings were superior in all criteria compared 

to them. Since previous research were used various sorts of 

data sources. The disparity in data impacts accuracy because 

there are some factors influencing the outcome. Only two or 

three kinds of seizures classified in the investigations [69-73], 

in contrast to TUH. Researchers [74-76], employed Bern 

Barcelona, a small data set consisting of just 50 pairings and 

two classes (focal and non-focal). Based on the results 

obtained in the previous studies, the results were fairly 

acceptable. But in our study, more exhaustive EEG data that 

consist of several types of seizures adopted. In terms of 

performance, the accuracy that we obtained was pretty 
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satisfactory and proves the ability to classify various forms of 

epileptic seizures using machine learning approach. 

Furthermore, due to the simplicity of these calculations, it may 

be incorporated into software programs for the classification 

of five types of epileptic seizures using EEG signals and 

therapeutically utilized in the doctor's office, which can save 

time and provide an accurate diagnosis of seizures. 

The main contributions of this paper stated as follows: 

1. To improve the accuracy of seizure classification, which 

is substantially beneficial for epileptic patients who intend to 

undergo remedy. 

2. To prove that even one second length of the time window 

was showing to be adequate duration to achieve the acceptable 

accuracy. 

3. To increase the number of classification seizures 

compared to the papers published in literature. 

4. To improve feature extraction by removing EEG artifacts 

by using band-pass filtering to subset signals into sub-bands 

The results we obtained based on three scenarios as follows: 

the first scenario was using the FFT feature method combined 

with the four used classifiers, where the training data were 

(5990). The best-obtained accuracy results were for the SVM 

classifier which achieved 96%. Whereas KNN achieved 

accurate results up to 92%, and 76%, and 67% for the last two 

classifiers which are NB and DT, respectively. Moreover, 

SVM shows the highest sensitivity and specificity for all 

seizure types compared to the other three classifiers. 

In the second scenario, after applying the ApEn features 

with (5653) of training data as an input to the classifier’s 

models, SVM having a clear superiority over the other three 

classifiers with 83% while it was 76% for KNN, where the last 

two classifiers DT and NB obtained 65% and 69% respectively. 

On the same side, the sensitivity and specificity results showed 

that SVM clearly outperformed the other three classifiers. 

Finally, for the last scenario, the number of entropy features 

with training data were (6267), SVM classifier again 

outperforms on other three classifier with accuracy value up to 

91% where the second accuracy observed with KNN classifier 

with 88% while DT classifier solves in third place with 69% 

and last classifier was NB with 53%. Whereas sensitivity and 

specificity the highest value observed with SVM as well. 
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