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Image segmentation and registration are the premise of ultrasonic image analysis. The key 

of computer-aided clinical diagnosis of fetal development is to improve the accuracy and 

speed of ultrasound image segmentation and registration, which is worth further discussion. 

As for the existing research results, problems still remain in the accuracy and effect of 

segmentation and registration. Therefore, this paper studied the fetal development 

ultrasound image segmentation and registration based on deep learning. In Chapter 2, the 

paper designed a convolution module, dividing the feature information generation process 

into two steps. The introduced self-tuning lightweight segmentation module and channel 

attention module were used to enhance the expression ability of features and improve the 

segmentation performance of the Convolutional Neural Network (CNN), respectively. In 

Chapter 3, this paper constructed a full-CNN model based on joint training to perform non-

rigid registration of fetal development ultrasound images, which reduced the computational 

complexity of the model. The experimental results verified the effectiveness of the model. 
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1. INTRODUCTION

In the clinical diagnosis of fetal development during 

pregnancy, ultrasound images help doctors better understand 

the situation, and provide sufficient basis for the judgment 

whether the fetal development meets the standard or is 

abnormal [1-6]. In order to make an in-depth analysis of the 

target in the uterus, it is necessary to segment the target from 

the ultrasound image [7-12]. In order to compare the changes 

of fetal growth index in different periods, it is also necessary 

to register the fetal development ultrasound images in different 

periods, even if the corresponding structures of different 

ultrasound images are consistent in space [13-16]. Therefore, 

image segmentation and registration are the premise of 

ultrasonic image analysis. Improving the accuracy and speed 

of ultrasound image segmentation and registration is the key 

of computer-aided clinical diagnosis of fetal development, 

which can be further discussed. 

Ultrasound image segmentation of thyroid nodules is the 

key technology of thyroid computer-aided diagnosis. How to 

achieve accurate segmentation of nodules has always been a 

hot issue in the field of medical image segmentation. In order 

to solve the problem of the traditional model being sensitive to 

the background area when segmenting the low-contrast 

ultrasound image, Deng et al. [17] proposed a thyroid nodule 

ultrasound image segmentation algorithm based on the Delay 

Pulse Coupled Neural Network (DPCNN). First, the algorithm 

roughly located the suspicious regions in the optimal 

segmented image output by the DPCNN iteration, and 

determined the diseased region by using the comprehensive 

judgment criteria of maximum variance and covariance of 

local region. In order to accurately segment thyroid nodules 

from ultrasound images, Chen et al. [18] improved the U-

Net++ network. Then based on the U-Net++ network, 

EfficientDet was used as the encoder, and CSSE blocks were 

combined in the encoder and decoder to improve performance. 

The improved algorithm is of great significance for the 

application of automatic segmentation of thyroid nodule 

ultrasound image in practical clinical medicine. Peng et al. [19] 

proposed a coder-decoder network with weighted skip 

connection, and the idea of resolution ratio, such as 

delamination manually controlling the receptive field. The 

proposed method was evaluated by comparing data sets of 

1,850 annotated images with various classical networks. 

Wei et al. [20] proposed a method of ultrasonic image 

clustering and registration based on the Gaussian Mixture 

Model (GMM) to suppress interference in arterial wall 

displacement estimation. Firstly, the GMM was used to cluster 

carotid artery ultrasound images to obtain clustering image 

sequence. Secondly, the shift of distant tissues representing 

external interference was extracted from the clustering image 

sequence. Finally, the pulsation displacement of the arterial 

wall was estimated according to the registered clustering 

image sequence. In order to achieve accurate registration 

accuracy in medical treatment, Wang [21] proposed a medical 

image registration algorithm based on automatic feature points. 

Firstly, the Scale Invariant Feature Transform (SIFT) 

algorithm and shape factor were used to generate landmarks. 

Secondly, these landmarks were used to build a primary data 

set, including local and global feature vectors. Finally, the data 

set was registered through thin plate spline interpolation. 

Based on the correlation of the FFT (Fast Fourier Transform), 

Wu et al. [22] studied the ultrasonic Time of Flight Diffraction 

(TOFD) image registration algorithm. In addition, the 

principle of template matching algorithm was used to make the 

detection images clear and the defect features obvious. The 

algorithm is simple and accurate. The subsequent sub-pixel 

image registration algorithm of TOFD will improve the 
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registration accuracy to sub-pixel level. Further improvement 

of the TOFD image registration algorithm is more conducive 

to subsequent image processing. 

Although some research achievements have been made in 

ultrasonic image segmentation and registration technology in 

recent years, problems still remain in the accuracy and effect 

of segmentation and registration. The existing image 

segmentation technology cannot adapt to the real samples with 

different sizes, random positions and low contrast. The 

existing image registration criteria have difficulty in fully 

capturing the complex deformation information between the 

corresponding structures of two ultrasonic images. In addition, 

it is also difficult to extract the discriminative features, which 

are more discriminative than the structural displacement 

information in the image. Therefore, this paper studied the 

deep learning-based fetal development ultrasound image 

segmentation and registration. In the second chapter, a 

convolution module was designed, dividing the feature 

information generation process into two steps. After being 

introduced, the self-tuning lightweight segmentation module 

and the channel attention module were used to enhance the 

expression ability of features and improve the segmentation 

performance of the CNN, respectively. In the third chapter, a 

full-CNN model was constructed based on joint training in 

order for non-rigid registration of the fetal development 

ultrasound images, which reduced the computational 

complexity of the model. Results of the experiment verified 

the effectiveness of the model. 

2. FETAL DEVELOPMENT ULTRASOUND IMAGE

SEGMENTATION

In order to improve the ability of image segmentation model 

to capture image feature information, the traditional model 

structure improvement algorithm generally adds new modules 

or connection layers on the original basis, which greatly 

increases the complexity of the model. On the basis of 

maintaining the original model structure, this paper enhanced 

the feature information conversion process in the convolution 

by using self-tuning convolution operation, thus obtaining 

higher model segmentation performance. In this paper, the 

feature information of fetal development ultrasound images 

was redundant by default. Therefore, a convolution module 

was designed, which split the feature information generation 

process into two steps. Two modules were introduced, the self-

tuning lightweight segmentation module and the channel 

attention module, which enhanced the expression ability of 

features and improved the segmentation performance of the 

CNN. The structure and principle of the introduced modules 

are described in detail below. 

Let D be the number of channels for the input feature of the 

fetal development ultrasound image sample, F and Q be the 

height and width of the input feature image, g be the 

convolution operation, b∈RM×F×Q be the output result of the 

feature map generated by the common convolution layer, M be 

the number of channels of the output feature map, and F and 

Q be the height and width of the output feature map. Let 

a∈RD×F×Q be the input fetal development ultrasound image 

sample data, then the expression of feature map generation 

process from ordinary convolution layer was: 

*b g a= (1) 

According to the above formula, if the size of the 

convolution kernel was expressed by l, the number of 

parameters required by the model was M×D×l×l. Since the 

value M of the CNN is usually large, the number of the model 

parameters M×D×l×l is also large. Therefore, this paper 

designed a lightweight convolution module by starting with 

the feature map generation process. Figure 1 shows the 

architecture of self-tuning lightweight segmentation module. 

Figure 1. Architecture of the self-tuning lightweight 

segmentation module 

The new convolution module divided the output feature 

map into two features: the essential feature and the phantom 

feature. That is, for the input fetal development ultrasound 

image feature map a, its essential feature generated through 

convolution operation had the same number of channels M/2, 

as its phantom feature generated through mapping function. 

Let GJ be the convolution operation, Ψ be the mapping 

function and ⊗ be the splicing operation, then there were: 

( ) ( )( )b GJ a GJ a=  (2) 

The mapping function required different scales of receptive 

fields to provide richer and more accurate feature information. 

In order to avoid the increase in the number of parameters 

caused by the design of convolution kernels with different 

sizes, this paper used the self-tuning module, which integrated 

the spatial information of different scales, as the mapping 

function. In order to maintain the passing parameters 

unchanged, the convolution kernel grouping operation was 

used to enhance the conversion process of feature information 

in the convolution. 

In order to reduce the resolution of the feature map of fetal 

development ultrasound image, av, half of the essential feature 

generated after the convolution operation was DS( ), down-

sampled in the first self-tuning branch, and the size of the 

feature map was adjusted to M/4×M/4×Q/2: 

( )1 vG DS a= (3) 
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After obtaining the feature map that contained only the 

context information around the spatial location, the correction 

operation on it was performed, and the corrected output feature 

was represented by a'v. At the same time, aw, the other half of 

the essential feature, output the feature a'w through the 

conventional convolution operation. Let ⊕  and ⊗  be 

element-by-element addition and multiplication, respectively, 

there was the following correction process expression: 

 

( )( )  ( ) '

13 1 2v v va GJ sigmoid US GJ G a GJ a=    (4) 

 

Features a'v and a'w spliced the phantom feature according 

to the channel dimension, with the size of M/2×F×Q. Let au be 

the overall essential feature, the final output feature of the 

convolution module was obtained by splicing the essential and 

the phantom feature: 

 

( )' 3T v w ua a GJ a a=    (5) 

 

In order to effectively reduce the number of parameters in 

the model, each convolution group was also decomposed in 

the form of asymmetric convolution, because the essential 

feature of fetal development ultrasound image only adopted 

1×1 convolution kernel. Let l be the convolution kernel size, 

D be the number of input channels, and M be the number of 

output channels, the following formula gave the calculation 

formula of the number of parameters in the model using 

ordinary convolution layer: 

 

1DR l l D M=     (6) 

 

Analogically, the following gave the calculation formula of 

the number of parameters in the new convolution module 

without considering the normalization layer and other 

parameters: 

 

( )2 1 1 4
2 4 4

M M M
DR D l l

 
=    +     

 
 (7) 

 

The dimensionality reduction of the features of fetal 

development ultrasound images will lead to the loss of feature 

information and affect the information acquisition efficiency 

between different channels. Therefore, this paper introduced 

the channel attention module and replaced the self-adapting 

one-dimensional convolution kernel with the reduced-

dimension fully connected layer, which effectively reduced 

the information loss between different channels caused by the 

reduced-dimension layer, and realized the efficient interaction 

of fetal development ultrasound image feature information 

between different channels after global average pooling. 

Figure 2 shows the architecture of the channel attention 

module. Let D be the number of channels, and Ω be the results 

rounded down, then the formula for calculating the size of 

adaptive one-dimensional convolution kernel was: 

 

21 log

2

D
ADGJS



+
=  (8) 

 

Let Γ be the global average pooling operation, then the 

expression of the working process of the channel attention 

module was: 

( )( ) *b sigmoid ADGJ a a=   (9) 

 

Finally, based on the Discrete Fourier Transformation 

(DFT), this paper improved the compression method of the 

channel attention module, transforming the feature map of the 

fetal development ultrasound images from the spatial domain 

to the frequency domain. Let F and Q be the spatial resolution 

of the two-dimensional feature map, a and h be the position of 

the spatial domain of the feature map, a∈[0,Q-1] and b∈[0,F-

1], g(a,b) be the pixel value on the spatial location, and G(h,k) 

be the value of the DFT, the image feature was represented by 

a series of frequency components below: 

 

( ) ( )
1 1 2

0 0

1
, ,

ha kbQ F j
Q F

a b

G h k g a b p
FQ


 − − − + 
 

= =

=   (10) 

 

The zero-frequency component of the DFT was: 

 

( ) ( )
1 1

0 0

1
0,0 ,

Q F

a b

G g a b
FQ

− −

= =

=   (11) 

 

It can be seen from the above formula that G(0,0) is exactly 

the global average of the image pixels. Replacement of the 

compression operation in the channel attention module with 

the frequency component of the DFT realized the 

representation of the global information of fetal development 

ultrasound image. 

 

 
 

Figure 2. Architecture of the channel attention module 

 

 

3. FETAL DEVELOPMENT ULTRASONIC IMAGE 

REGISTRATION 

 

Because the calculation complexity of the ultrasound image 

registration model based on deep learning is also large, the 

training efficiency of the model is low, and the fast prediction 

of the ultrasound image cannot be realized. Therefore, this 

paper chose to construct a full-CNN model based on joint 
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training for non-rigid registration of fetal development 

ultrasound images. The model is composed of three 

miniaturized subnetworks. The training process was also 

carried out in groups, which greatly reduced the computational 

complexity of the model. Figure 3 shows the architecture of 

fetal development ultrasound image registration model. 

 

 
 

Figure 3. Architecture of fetal development ultrasound image registration model 

 

 
 

Figure 4. Subnetwork architecture 

 

The model was divided into three modules. Module 1 

connected G, the fixed image the paired fetal development 

ultrasound images, with Q, the floating images participating in 

the comparison, on the channel dimension, and completed the 

downsampling based on the global pooling layer. Then the 

downsampling results were input into the first miniaturized 

subnetwork for low-scale deformation vector field estimation. 

Let ψ1 be the initial deformation vector field model obtained 

by scale 1 and Q2 be the deformation image, ψ1 was 

downsampled to the resolution state of the original ultrasonic 

image and Q was input to ψ'1 to obtain Q2. Finally, G and G1 

were introduced into the joint loss function in order to 

optimize the miniaturized subnetwork of scale 1. 

The miniaturized subnetwork of module 2 was mainly used 

to register the residual deformation vector field between G and 

Q2. That is, downsampling of G and Q was completed based 

on the global pooling layer. Then the downsampling results 

were input into the miniaturized subnetwork of scale 2. Let ψ2 

be the obtained estimated deformation vector field model, ψ2 

was upsampled to the resolution state of the original ultrasonic 

image. ψ'2, the final deformation vector field model of scale 2, 

was obtained by adding the upsampling results to ψ1. Then G 

was input into ψ'2 to obtain the deformation image Q2. In order 

to optimize the miniaturized subnetwork of scale 2, G and Q2 

were input into the joint loss function as follows: 

'

2 2 1  = +  (12) 

 

The miniaturized subnetwork in module 3 was mainly used 

to register the residual deformation vector field between G and 

Q2. The connection results of G and Q2 at this scale were input 

into the miniaturized subnetwork of scale 3, let ψ3 be the output 

residual deformation vector field model, then ψ'3, the 

deformation vector field model of scale 3, was obtained by 

adding ψ3 and ψ2. The final dense deformation vector field 

output by the registration model was obtained by inputting G 

and G3 into the joint loss function: 

 
'

3 3 2  = +  (13) 

 

Due to the shallow depth of the miniaturized subnetwork in 

this model, in order to reduce the feature information loss rate 

of the original fetal development ultrasound images, this paper 

selected the LeakyRelu function as the activation function and 

the expression was given by the following formula: 

 

( ) ( ) ( )max 0, *min 0,LR a a a= +  (14) 

 

Figure 4 shows the subnetwork architecture. The three 

miniaturized subnetworks included in the full CNN model 
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constructed in this paper need to be jointly trained at the multi-

scale level, that is, the multi-scale compound loss of the three 

subnetworks should be minimized in order to achieve the best 

end-to-end fetal development ultrasound image registration 

performance of the model on the whole. Let λ1, λ2 and λ3 be the 

weighting factors of the scale 1, scale 2 and scale 3 models 

when calculating the difference measurement, then the 

weighted sum of multi-scale compound loss of the 

subnetworks was given below: 

 

( )

( ) ( )

'

1 1

' '

2 2 3 3

* ,

* , * ,

LOSS C N G

C N G C N G

 

   

= 

+  + 
 (15) 

 

In order to match the large deformation error of the fetus in 

the fetal development ultrasound images in different periods, 

the model built in this paper first trained the initial deformation 

vector field estimation of the model, and then trained the scale 

2 model in order to correct the fetal residual deformation error 

in the fetal development ultrasound images. At the same time, 

the scale 3 model was trained by fixing the network weights of 

the scale 1 and scale 2 models to fine-tune the deformation 

vector field. 

4. EXPERIMENTAL RESULTS AND ANALYSIS 

 

Table 1 lists the comparison of different ultrasound image 

segmentation models corresponding to different evaluation 

indexes, and the time consumed by different models for 

segmenting fetal development ultrasound images. According 

to Table 1, the average values of three parameters, IoU, 

Precision and Recall, obtained by this model from the original 

image sample set and the expanded sample set, are the highest 

compared with the S-U-Net model and the DRNet model. This 

verified that the model in this paper had obvious advantages in 

segmentation performance of fetal development ultrasound 

images in terms of each evaluation index value. At the same 

time, compared with the S-U-Net model and the DRNet model, 

the average error value obtained by the proposed model on the 

original image sample set and the expanded sample set was 

also the smallest, which also showed that the image 

segmentation results output by the model in this paper were 

more consistent with the actual situation. It can be seen from 

Table 2 that the Jaccard similarity value of the constructed 

model is more ideal, which verified that the model effectively 

worked on the segmentation task of fetal development 

ultrasound images. 

 

Table 1. Performance comparison results of different ultrasonic image segmentation models 

 

 
IoU Precision Recall RMSE 

Time(s) 
Mean Std Mean Std Mean Std Mean Std 

Skip CNN 64.13 8.56 78.27 10.06 78.45 8.32 2.56 0.68 0.32 

LadderNet 68.64 7.82 81.43 8.13 81.72 8.01 2.34 0.63 0.56 

DEU-Net 70.65 7.82 82.94 8.02 82.89 7.43 2.26 0.63 0.67 

S-U-Net 66.85 8.65 78.76 8.95 81.96 8.36 2.37 0.68 0.32 

DRNet 70.34 7.67 82.13 8.45 83.44 7.49 2.25 0.62 0.58 

The model in this paper 71.42 7.86 83.21 8.13 83.75 7.43 2.23 0.63 0.70 

 

Table 2. Comparison of similarity with other ultrasound image segmentation models 

 
Models Dataset DSC Jaccard Protocol 

Skip CNN 41-S 77.28±6.26 59.9±8.13 QE-7 

LadderNet 41-S 76.35±5.67 61.26±8.21 QE-7 

DEU-Net 41-S 78.6±6.8 65.7±9.02 QE-7 

S-U-Net 41-S 79.47±6.24 59.2±8.26 QE-7 

DRNet 41-S 80.51±4.96 59.7±7.36 QE-7 

The model in this paper 41-S 76.34±5.75 69.36±7.69 QE-7 

 

 
 

Figure 5. Change curve of Dice similarity coefficient in the 

model training 

 

Figure 5 shows the change curve of Dice similarity 

coefficient corresponding to the traditional full-CNN model in 

the training stage and the fetal development ultrasound image 

registration model proposed in this paper on the original image 

sample set and the expanded sample set. According to the 

figure, compared with the traditional full-CNN model, the 

model built in this paper reaches the convergence state faster 

and the overall level of the obtained Dice similarity coefficient 

is also in a better state. 

Table 3 shows the quantitative analysis results of different 

image registration models on the same original image sample 

set and the expanded sample set. The models involved in the 

comparison include the Syn-ANTs model, the SimpleElastix 

model, the DIRNet model, the VoxelMorph model, the DLIR 

model and the Li-Net model. The quantitative analysis indexes 

include the values of DSC, ASD and HD of the registered 

images, and the standard deviation of Jacobian determinant 

values and the average number of registration pixels 

corresponding to the image registration domains output by the 

model. 
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Table 3. Quantitative analysis results of different image registration models 

Methods DSC ASD HD Number of registration pixels 
Standard deviation of 

Jacobian determinant values 

Before registration 0.78±0.21 3.88±3.65 13.59±5.23 - - 

SyN-ANTs 0.88±0.19 1.16±1.34 8.97±4.58 65.88±95.55 0.16±0.07 

SimpleElastix 0.88±0.19 1.17±1.28 8.89±4.15 45.79±65.42 0.16±0.09 

DIRNet 0.87±0.18 0.94±1.07 8.14±5.41 36.08±55.94 0.12±0.05 

VoxelMorph 0.87±0.16 0.93±0.98 8.21±5.65 37.06±46.38 0.12±0.06 

DLIR 0.91±0.20 0.88±0.96 8.07±5.39 32.05±31.53 0.11±0.04 

Li-Net 0.91±0.19 0.87±0.98 8.03±5.18 26.37±30.54 0.11±0.04 

The model in this paper 0.93±0.19 0.87±0.95 8.06±4.94 24.66±24.45 0.11±0.04 

Figure 6 shows the change curve of the number of 

registration domains for different image registration models. 

According to the figure, the DSC average value of fetal 

development ultrasound images registered by the proposed 

full-CNN model based on joint training is higher than that of 

registration images of other contrast models, and lower ASD 

and HD values have been obtained. Specifically, among all the 

test samples of the original image sample set and the expanded 

sample set, the DSC value increased by 3%~6%, the ASD 

value reduced by 6%~25% and the HD value reduced by 

1%~10% in the model proposed in this paper, compared with 

other models involved in the comparison. This verified that the 

model proposed in this paper achieved better registration 

accuracy for fetal development ultrasound images. At the same 

time, compared with other models involved in the comparison, 

the standard deviation of the Jacobian determinant value and 

the number of registration pixels output by this model were 

significantly lower. Specifically, the standard deviation of the 

Jacobian determinant value decreased by 9%~34%, and the 

number of registration pixels decreased by 34%~60%, which 

verified that the model proposed in this paper had more 

advantages in the quality of registration domains and higher 

registration reliability obtained in the process of registration of 

fetal development ultrasound images, compared with other 

models involved in the comparison. 

Figure 6. Change curve of the number of registration 

domains of different image registration models 

5. CONCLUSION

This paper studied the deep learning-based fetal 

development ultrasound image segmentation and registration. 

A convolution module was designed in the second chapter of 

the paper, which divided the feature information generation 

process into two steps.  The self-tuning lightweight 

segmentation module and the channel attention module were 

introduced and used to enhance the expression ability of 

features and improve the segmentation performance of the 

CNN, respectively. A full-CNN model based on joint training 

was constructed in the third chapter for non-rigid registration 

of fetal development ultrasound images, which reduced the 

computational complexity of the model.  

Combined with the experiment, this paper listed the 

comparison of different ultrasound image segmentation 

models corresponding to different evaluation indexes, and the 

time consumption of different models for segmenting fetal 

development ultrasound images. This paper compared the 

similarity with other ultrasound image segmentation models, 

which verified that the average error value of the model in this 

paper obtained on the original image sample set and the 

expanded sample set was the smallest, and the constructed 

model effectively worked on the segmentation task of the fetal 

development ultrasound images. In addition, this paper drew 

the change curve of the Dice similarity coefficient 

corresponding to the traditional full-CNN model at the training 

stage and the fetal development ultrasound image registration 

model proposed in this paper on the original image sample set 

and the expanded sample set, gave the quantitative analysis 

results of different image registration models, and drew the 

change curve of the number of registration domains of 

different image registration models. This verified that the 

model in this paper had more advantages in the quality of 

registration domains and higher registration reliability 

obtained in the process of registration of fetal development 

ultrasound images, compared with other models involved in 

the comparison. 
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