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One of the biggest challenges in the Human Action Recognition is View-point variations as 

the actions are captured under multiple views in real time. Furthermore, in the Skelton based 

action representation, for HAR, only few joints are informative and remaining joints 

constitutes redundancy. To sort out these problems, this paper proposes a new Action 

descriptor called as Scale and View Invariant Informative Joint Descriptor (SVI2JD). 

SVI2JD is a combination of three descriptors; they are namely Self-Similarity Joint 

Descriptor (SSJD), Informative Joint Descriptor (IJD) and Spherical Joint Descriptor (SJD). 

SSJD concentrates on the view invariance and employs a Self-Similarity Matrix (S3M) 

which computes pair wise distance between joints in each frame of action sequence. Next, 

SJD aims at describing the action through restricted movements of joints because they can’t 

move beyond particular angle and distance from origin of body. IJD removes the redundant 

joints those have less contribution towards the action. Further, a 2D Convolution Neural 

Network Model is proposed for feature extraction and classification. Different fusion rules 

are employed to fuse the individual results. The Effectiveness of proposed model is 

demonstrated through its simulation on two challenging datasets; NTU RGB+D dataset and 

Northwestern UCLA dataset. 
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1. INTRODUCTION

In recent years, the Human Action Recognition (HAR) has 

become an active research area due to its widespread 

applicability in different applications including Human-

Machine Interaction, video understanding, Gaming, Virtual 

reality, Video Surveillance etc. [1-3]. However, the 

recognition of human actions is still a challenging task due to 

several reasons. (1) The complexity of spatio-temporal process 

of human behavior, and (2) environmental variations and 

changes in the settings at recordings including view points, 

occlusions and complex image backgrounds. Most of the 

earlier research on HAR has been done by considering the 

RGB videos an input. However, the action features extracted 

from RGB videos have so many problems like (1) lack of 

motion information, (2) human body appearance and (3) 

Illumination variations. If an action is observed form different 

viewpoints, it results in different intensity features. Further, 

Self-occlusion makes the recognition system to perform worse. 

Particularly, in the case of clutter background, the human body 

segmentation is very tough. Even though the detection of 

human body is done accurately, the challenge rises at their 

representation due to their complex movements. Furthermore, 

the human actions are also influenced by the emotion shift, 

personal character and different cultures. In such conditions, 

the extraction of inter class and intra class variations is very 

tough task. 

To sort out all these problems, recently, the research on 

HAR has been diverted to other direction where the input data 

is of depth form [4-7]. With the invention of 3Dsensors like 

Microsoft Kinect, the 3D information of human body can be 

captured which provides an add-on feature about the motion 

information. Due to the provision of depth information, the 

research on HAR boosted up significantly. Depth images 

provide the segmented human body from background but it 

suffers from several problems like noisy data, varying 

movements in different directions etc. Hence the HAR based 

on skeleton data has gained an increased attention. As 

Johansson [8] mentioned that the skeleton is the most effective 

way for the human action representation. 

Most of the earlier methods focused on the recognition of 

human action form single point of view. However, their 

performance is limited when the action is captured under 

different viewpoints. The action recognition under such 

conditions can be regarded as Cross View HAR and it is very 

challenging. The visual appearance of same action under 

different views looks like different [9], as shown in Figure 1. 

On the other hand, training the actions under multiple views is 

one possible solution which makes the HAR effective even 

under cross views. However, the multi-view training 

constitutes a huge computational complexity as well time 

complexity. Hence developing a view invariant HAR based on 

skeleton joints that can generalize better even under cross 

views is very much required.  

In this paper, we develop an effective Skeleton Joint 

Descriptor called as SVI2JD for action recognition from action 

sequence. SVI2JD mainly concentrated over three problems 

namely scale, view variations and occlusions and proposed 
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three different descriptors namely SSJD, SJD and IJD. Next, 

our method determines the features through a new 2D-CNN 

model and then fed to classification through fully connected 

layer. The 2D-CNN model is applied on three individual 

descriptor and the final results are fused in the third phase. At 

fusion, we employ different fusion rules to get the final action 

label. The major contributions of this research work are 

outlined as below: 

➢ To reduce the features dimensionality, we propose a new 

Informative Joint Descriptor (IJD) which determines the 

most informative joints of an action and nullifies 

redundant joints. Here, the most informative joints have 

major contribution towards an action and it is determined 

through differential entropy 

➢ To achieve view-invariance, we propose a new Skeleton 

Self-Similarity Joint Descriptor (SSJD) in which each 

action frame is represented through Skeleton Self-

Similarity Matrix (S3M). S3M is determined through the 

computation of Euclidean distances between all joints in 

each frame.  

The remaining paper is structured as follows; section II 

explores the details of literature survey. Section III explores 

the details of proposed method. Section IV explores the details 

of experimental emulations on several standard datasets and 

section V concludes the paper. 

 

 
 

 

 

Figure 1. Action under different views 

 

 

2. LITERATURE SURVEY 
 

With the development of 3D sensor especially Microsoft 

Kinect, there is a sudden upsurge in the research on HAR. 

HAR through depth maps is categorized into two categories; 

they are the method used the depth maps directly and the 

methods used the skeleton from depth maps. An extensive 

research has been carried in both categories and some authors 

tried to integrate the both. 

Liu et al. [10] proposed a new version of Long Short-Term 

Memory (LSTM) network called as Global Context Aware 

Attention LSTM (GCA-LSTM) for skeleton based action 

recognition. They considered the Global Memory Cell to 

select the informative joints from each skeleton frame. Further, 

they also introduced a recurrent attention mechanism to 

enhance the capability of their network and the training was 

done in a step-by-step process. Ke et al. [11] proposed to 

transform each channel of 3D location coordinates into a clip. 

The clip generated from each frame explores the temporal 

information of the overall skeleton sequence and one specific 

spatial relation between the skeleton joints. Further, they also 

proposed a Multi-task convolutional neural network (MTCNN) 

to learn the Spatio-temporal relationships of skeleton sequence. 

Rahmani et al. [12] proposed a Roust Non-Linear 

Knowledge Transfer Model (R-NKTM) for HAR form 

multiple views. R-NKTM is a fully connected layer that 

transfers the information of actions from any unknown view 

the high level virtual view after determining the non-linear 

relations between them. R-NKTM learned the knowledge 

from dense trajectories of synthetic 3D human models. 

Zhang et al. [13] proposed a view invariant transfer 

dictionary and view invariance classifier. The dictionary 

projects the real time 2D video into a view invariant sparse 

representation and thus the classifier recognizes an action from 

any arbitrary view. They used synthetic data to determine the 

view invariance between 2D and 3D videos at the training 

phase. Further they employed dense trajectories for the 

effective encoding of action trajectory information. 

Liu et al. [14] proposed a three stage view invariant HAR 

based on an enhanced skeleton visualization method. Initially, 

the developed a new transform that nullifies the view 

variations on spatio-temporal locations of skeleton joints. Next, 

the transformed images are viewed as color images that 

implicitly encode the skeleton joint’s Spatio-temporal 

information. Finally, they employed CNN based model for the 

extraction of discriminative features from color images. 

Liu et al. [15] proposed to extend the RNN into spatial 

domain as well as to temporal domain for the better analysis 

of hidden sources if action related information within the 

human skeleton sequence. With the help of pictorial structure 

of skeletal data, they proposed an effective tree structured 

based traversal framework. To handle the noise data, they 

proposed a new gating mechanism within LSTM module. 

Wang and Wang [16] aimed to leverage the geometric 

relations between joints based on three primitive geometries 

such as Joints, Surfaces and Edges. They designed a new RNN 

framework by utilizing the temporal drop out layers and view 

point transformation layers to accommodate three inputs. For 

action detection, they employed a frame wise action 

classification followed by a multi-scale sliding window 

algorithm. 

Shao et al. [17] build a Hierarchical Rotation and Relative 

Velocity (HRRV) descriptor to represent the action hierarchy 

at different scales of same action. They treated the action as a 

simultaneous movement of body arts and tried to group the 

bundles of body parts. Then the HRRV is encoded by the 

fisher vector and then properly arranged into the hierarchical 

model through mixed norm. 

Nie et al. [18] proposed a view invariant HAR mechanism 

by recovering the corrupted skeletons based on a 3D bio-

constrained model. The bio-constrained model is formulated 

based on joint’s motion limit and constant bone length. They 

described an action through two motion features; they are Joint 

Euler Angles and Euclidean Distance Matrix between Joints 

(JEDM). For learning the motion patterns they deployed two 

stream CNN models [19]. However, the accomplishment of 

Joint Euler Angles for skeleton recovery and estimation 

introduces an unnecessary complexity. 

Li and Sun [20] proposed a CNN fusion model for skeletal 

HAR model. They represented the 3D skeletal sequence in 

three image formats and three image sequences through gray 

value encoding, referred to as Skeletal Trajectory Shape 

Images (STSIs) and Skeletal Pose Image (SPI) sequences. 

Further they build a CNN fusion model with three SPIs and 

three STSIs and the results are fused to get the final result.  

Some authors concentered on the inclusion of Graphical 

Convolutional Networks (GCNs) to describe the action 

through skeleton joints. Yan et al. [21] proposed to learn the 
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spatiotemporal features of an action through Spatial-Temporal 

Graph Convolutional Networks (ST-GCN). However, in GCN, 

the topology of network needs to set manually and it has fixed 

layers and input samples. Moreover, the nature attributes like 

bine lengths and directions are not much investigated in the 

GCN methods. Shi et al. [22] proposed an adaptive two-stream 

GCN in which the graph topology is learned uniformly and 

individually in an end-to-end manner. Zhang et al. [23] 

proposed to use the graph edges that regards to the bones in 

Human Skeleton. They described an edge by combining its 

spatial as well as temporal neighbor edges those explore the 

relation between different bones and consistency of the 

movements in an action sequence respectively. Further, they 

constructed Graph node CNN and Graph edgeCNN with the 

help of shared intermediate layers [24]. 

Si et al. [25] proposed attention Enhanced GC-LSTM 

network for HAR from skeleton information. AGC-LSTM 

represents an action through spatio-temporal features but also 

explores their co-occurrence relationship. They represent the 

skeleton in a hierarchical structure thereby the learning ability 

will get boost up and also reduces the computation cost 

significantly. Zhang et al. [26] proposed a simple semantics 

guided neural network that explicitly includes the high level 

semantics of skeleton joins such as frame index and joint type. 

Further, they exploited the hierarchical relationship between 

joints through two modules; they are correlation between 

joints in same frame and dependencies between frames. Liu et 

al. [27] proposed to combine the GCN with Hidden 

Conditional Random Field (HCRF) to exploit the skeleton 

structure at the recognition of human actions. To capture the 

spatio-temporal information from action sequence, they 

proposed a multi-stream mechanism that considers the relative 

coordinates and bine directions as the features. 

 

3. PROPOSED METHOD 

 
3.1 Overview 
 

As depicted in Figure 2, our method composed of three 

stages: skeleton joint descriptor, classification and fusion. In 

the first stage, to describe a skeleton action sequence, our 

method employed totally three Types of descriptors they are 

informative joint descriptor (IJD), self-similarity joint 

descriptor (SSJD), and Spherical Joint Descriptor (SJD). 

Each descriptor is fed to the new deep learning model for 

feature extraction followed by classification. After 

classification of the input action sequence through individual 

models, they are fused to get the final action label. For Feature 

extraction and classification we employed a new to 2D-CNN 

model which is very simple and customized in nature. For 

fusion process, we employed totally two fusion rules such as 

max fusion and product fusion. In this section we initially 

explain the details of Skeleton descriptors and then 

classification model followed by fusion process. 

 

3.2 Skeleton descriptor 

 

For the recognition of Human actions, initially the action 

needs to be represented in such a way that the system can 

discriminate with other actions. Such kind of Representation 

can be regarded as descriptor and if the input data is the 

Skeleton joints, then it is called as skeleton joint description or 

simply skeleton descriptor. In this work, as a skeleton 

descriptor, we employed three methods based on three 

different statistics of skeletons to describe an action. The three 

methods are applied individually over the input Skeleton 

action sequence. The details of three individual descriptors are 

demonstrated in the following subsections. 

 

 
 

Figure 2. Block diagram of proposed system 

 

 
 

Figure 3. Joint’s contribution of each action in MSR-Action 3D 
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3.2.1 Informative Joint Descriptor (IJD) 

Generally, human beings pay more concentration over the 

moving targets and less concentrates on the static targets. This 

is the general human Psychology and it is the biggest secret of 

Magic. Inspired from the nature of human beings, our method 

tries to represent an action only with informative joints. 

During the execution of an action, not all joints participate and 

only few joint takes a major role. So the joints those have less 

contribution can be regarded as redundant joints. An example 

of such kind of joints is spine centre and hip centre etc. These 

joints are totally nonmoving in nature. Further, the redundant 

joints are also there which are very close for example wrist and 

hand. For each action, the contribution of joints is different and 

it is completely different for differ actions. To explore this 

kind of information, this work conducts an analysis with the 

help of moving distance variations of every joint during the 

execution of an action. Differential entropy is the most and 

common way to evaluate the information of a continuous two-

dimensional signal. Differential entropy is an extended version 

of Shannon entropy hence we consider the concept of 

Differential entropy to evaluate the contribution of each joint 

for each action. Then we aggregate the differential entropy of 

all instances in each action j for each joint i. The following 

Figure 3 shows the contribution of joints for 20 different 

actions of MSR action 3D dataset. 

The 20 joints are namely BEND (B), TWO HAND WAVE 

(THW), HANDCLAP (HC), JOGGING (J), SIDEKICK (SK), 

FORWARD KICK (FK), PICKUP & THROW (PT), GOLF 

SWING (GS), TENNIS SWING (TS), HIGH ARM WAVE 

(HW), HORIZONTAL ARM WAVE (HOW), FORWARD 

PUNCH (FP), HIGH THROW (HT), HAMMER (HA), 

HAND CATCH (HC), DRAW CROSS (DX), DRAW TICK 

(DT), DRAW CIRCLE (DC), and SIDE BOXING (SB). In the 

MSR action 3D dataset, each frame is represented with 20 

joints namely “Hip Center (HC)”, “Spine (S)”, “Shoulder 

Center (SC)”, “Head (H)”, “Left Shoulder (LS)”, “Left Elbow 

(LE)”, “Left Wrist (LW)”, “Left Hand (LH)”, “Right Shoulder 

(RS)”, “Right Elbow (RE)”, “Right Wrist (RW)”, “Right Hand 

(RH)”, “Hip Left (HL)”, “Left Knee (LK)”, “Left Ankle (LA)”, 

“Left Foot (LF)”, “Hip Right (HR)”, “Right Knee (RK)”, 

“Right Ankle (RK)” and “Right Foot (RF)”.  

From Figure 3, we can see that for different actions the 

contributed joints are different. For High Arm wave action 

only three joint such as left elbow, left wrist and left hand have 

major contribution while for the forward kick action, the 

Skeleton joints of leg has major contribution.  

Further, we can also understand that many joints contribute 

less for the recognition of actions. On the other hand, they 

introduce some extra noises. Motivated with these phenomena 

Ofli et al. [4] developed a new method called as Sequence of 

Most Informative Joints (SMIJ) to represent an action with 

most informative joints. They employed the calculation of 

variances of joint angle trajectory to calculate the joint’s value 

and then represented an action as a sequence of most 

informative joints. But they had shown Limited performance 

at the actions like Draw X and High Arm Wave which have 

similar most informative joints. Furthermore, the experiments 

of Ofli et al. [4] on MSR action 3D had shown very poor 

performance (approximately 0%) at 8 actions those are 

performed by single arm. Unlike the most informative joint 

sequence, we opt to create a most suitable set of joints called 

as informative joints in which they contribute almost 80% of 

the entropy for an action. Upon the representation of each 

action with information joints the remaining joints are kept 

simply zero. Figure 4 shows the selected informative joints of 

the MSR action 3D. With this kind of Representation our 

method has resulted to a feature dimensionality reduction and 

also obtains good improvement in the recognition of actions. 

Consider an action sequence A with N number of frames 

and let it represented as A={A1, A2, ...AN} where Ai represents 

the ith frame. For this action sequence initially our method 

compute the Euclidean distance between the same joints 

between the successive frames, thus the total number of 

distances are N-1. Let the distance between two successive 

frames for a joint k is represented as 𝑑𝑖𝑗
𝑘  where i denotes the 

index of current frame j denotes the index of its next frame. 

Since we consider the successive frames for computation, the 

j is nothing but i+1. Next k denotes the index of joint and it 

varies as k=1, ...K where K is the total number of joints and it 

is different for different datasets. The K value for MSR action 

3D is 20 while for NTU-RGB+D it is 25. Mathematically the 

distance dij
k  is computed as 
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Figure 4. Informative joints of MSR action 3D
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coordinates of kth joint in the frames at instances i and j 

respectively. Based on the obtained distances from successive 

frames, the differential entropy is calculated as 
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where, H(Xk) is the differential entropy of kth joint and 𝑝(𝑑𝑖𝑗
𝑘 )is 

the probability of occurrence of distance 𝑑𝑖𝑗
𝑘 . Since the number 

of distances is N-1, Eq. (2) perform summation of all the 

probabilities. Eq. (2) is applied on every joint and the joints 

those have maximum entropy are considered as informative 

joints. In this manner, each action sequence is represented 

through only informative joints and the remaining joints are 

placed as 0 in every frame. 

 

3.2.2 SSJD 

Self-similarity Matrix (SSM) has been introduced by Junejo 

et al. [28] and it has been proved as most stable and robust for 

cross views. For an action sequence, I. Junejo computed 

temporal self- similarities between frames at different time 

instances. For an action sequence A={A1, A2, ...AN} discrete in 

space (x,y,t), the SSM is computed as a difference of pixels 

between all pairs of time frames. Such kind of computation 

ensures view invariance in HAR system. With this inspiration, 

our method generates skeleton self-similarities by evaluating 

pairwise differences between all skeleton joints in each time 

frame. The matrix is called as Skeleton Self-Similarity Matrix 

(S3M). Unlike the traditional SSM which produces a single 

Matrix for an entire action sequence, our method produces 

effective skeleton SSMs for action sequence. Hence, our 

Method can provide more information about the movements 

than the temporal self-similarities. Since we evaluate S3M for 

each time frame, our Method can be regarded as Spatio-

temporal similarity information and it is invariant to multiple 

views. Figure 5 shows the SSJD of an action captured and 

different views. Even through the RGB and skeleton of same 

action captured from different views looks different their self-

similarities exhibit similar properties. 

At this phase, to deal with varying scales and occlusion 

problems we follow the decomposition rules and reform the 

action frame into three forms. The decomposition is done in a 

Coarse to fine manner and at finer scale; we include the entire 

joints in each frame. This kind of decomposition makes the 

HAR system robust against scale variations and occlusions. 

Due to this reason we get totally three SSJDs for each action 

frame as shown in Figure 6. 

Consider an action A and we have three skeleton sequences 

formats with three different numbers of skeleton joints in each 

frame, such as A={Al} where Al represents the skeleton 

sequence at lth scale. Henceforth, Al is a set of 3D positions of 

skeleton joints and it is denoted as 𝐴𝑙 = {𝑋𝑙 , 𝑌𝑙 , 𝑍𝑙} ∈ ℜ
𝑇×𝑁𝑙×3, 

where 𝑋𝑙 ∈ ℜ
𝑁×𝐽𝑙 , 𝑌𝑙 ∈ ℜ

𝑁×𝐽𝑙  and 𝑍𝑙 ∈ ℜ
𝑁×𝐽𝑙 . Here, N 

denotes the total number of frames, Jl denotes the number of 

joints considered at lth scale with x, y, and z coordinates in 3D 

space. 

Let’s consider an action frame at lth scale and nth instance as 

Al(n)={Xl(n), Yl(n), Zl(n)}, then SSJD is represented as Sl(t) 

and it is calculated as 
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Figure 5. (a) Skeleton of an action under three views (b) RGB images in three poses and (c) SSJD in three poses
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(a) (b) (c) 

 

Figure 6. Coarse to fine decomposition of skeleton joints 

of MSR-action 3D (a) Scale (20 joints), (b) Scale 2 (12 

Joints) and (c) Scale 3 (7 Joints) 

 

where, dij is the distance between two joints i and j in the same 

frame. In the above Matrix we can see that the diagonal 

elements are zero because they are generated by the 

computation of distance between self-joints. Moreover, the 

Distance is a matrix Sl(n) is a symmetric matrix and of size Jl 

×Jl. This representation is most effective presentation as it 

provides in invariance against several transformations like 

scaling, rotating, translating, and even some affine 

transformations. At last the entire action sequence is 

represented with a set of SSJDs which are in equal number 

with the total number of frames in the action sequence. 

 

3.2.3 Spherical Joint Descriptor (SJD) 

Generally, the skeleton joints in the Cartesian co-ordinate 

system are represented in the form of (x,y,z). However, such 

kind of representation makes the HAR system sensitive and it 

can make the system to recognize the two similar actions as 

different actions. Next, the moment of joints has several 

restrictions as they can’t move beyond certain distance and 

angle. The joints can’t move farther than a limited distance 

from hip center joint and also restricted by certain angle. Such 

kind of restriction can be used to describe an action and 

spherical co-ordinate system is found as the best solution. In 

Spherical co-ordinate system, each joint is represented with 

three attributes such as r, θ and ϕ where r is the distance of 

corresponding joint from hip centre, and θ and ϕ are the 

directions of movements in two different angles. For the 

transformation purpose, we have chosen the hip centre as 

reference point or origin. Consider the joints in Cartesian co-

ordinate system as J={0, J1, ...JN}, in the spherical coordinate 

system, it can be represented as [29, 30]. 
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where, (xHC, yHC, zHC) and (xk, yk, zk) are the Cartesian 

coordinates of Hip Center and kth skeleton joint respectively. 

The angle θ denotes the vertical angle of joint with z-axis and 

the angle ϕ denotes the horizontal angle with x-axis. The above 

mentioned Eqns. (5)-(7) are applied on every joint in every 

frame. For an action sequence with N number of frames, the 

obtained SJD can be represented as 
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where, 𝐽𝑠𝑖𝑗 represents the SJD of jth joint in the ith frame. 

 

3.3 CNN model 

 

After the motion representation of an action video through 

EDMM, the EDMM (Eq. (5)) is resized into 112×112 before 

feeding as an input to CNN model. The proposed CNN model 

is composed of five convolutional (conv) layers, two Pooling 

Layers (PL) and one Fully Connected Layer (FCL). Here, the 

conv layers are used for the extraction of features and pooling 

layers are used for the reduction of features dimensionality. 

Here, we applied max pooling operation which can find the 

maximum values for a given array or matrix. Since we apply 

on depth data, the pixel relations are either maximum or 

minimum. Hence, the max pooling is most adaptable pooling 

operation for dimensionality reduction. Our proposed CNN 

model has one fully connected layer of size 1×n where n 

denotes the total number of actions. Figure 7 shows the 

architecture of proposed CNN model. 

 

Table 1. CNN model attributes 

 

Layer 
Filter 

count 
Size 

Filter 

size 
Stride 

Conv1 64 112x112 7x7 2x2 

Pool1 - - - 2x2 

Conv2 128 56x56 5x5 1x1 

Conv3 256 56x56 5x5 1x1 

Conv4 512 56x56 5x5 1x1 

Pool2 - - - 2x2 

Conv5 1024 28x28 3x3 2x2 

Pool3 - - - 2x2 

 

 
 

Figure 7. CNN model 

 

As shown in Table 1, the Conv1 has applied 64 

convolutional filters and the size of each filter is defined as7x7. 

The Conv2, Conv3 and Conv4 applies 128, 256 and 512 filters 

respectively and the size of each filter at these layers is 5x5. 

At the Conv5, the size of each convolutional filter is defined as 

3x3 and the total number of convolutional filters applied is 

1024. Since the filter size is small, we have applied more 

number of convolutional filters at this layer. The texture of two 

different actions through EDMM makes the system 

challenging to extract distinct features when the size of 
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convolutional filters is small. For instance, the size of 3x3 

accomplishment on image at starting is not efficient because 

two action images may have similar characteristics in the 

small-sized region. Therefore, we decided to apply 

convolutional filter with size 7x7 at the staring convolutional 

layer. Next, the size of filter at max-pooling layer is fixed as 

2x2 and its main intention is to reduce feature map size. In this 

work, we used a total of two max-pooling layers, where one is 

used after conv1 and second max-pooling layer is used after 

conv4. Due to the accomplishment of max-pooling layer after 

the conv1, the feature map size is reduced from 112x112 to 

56x56. Next, due to the accomplishment of max-pooling layer 

after fourth convolutional layer, the size of feature map is 

reduced from 56x56 to 28x28. Finally, the features maps are 

processed through FCL and its size of equal to total actions to 

test. At testing phase, we used softmax regression layer to 

produce a score for each action with the help on the trained 

weights. The action with highest score is treated as the action 

present in the input video. 

 

3.4 Fusion 

 

After the action is described through the proposed 

descriptors, then they are subjected to classification through 

2D-CNN model. The model is applied three times each time 

the descriptor is different. Due to the consideration of three 

descriptors, the results obtained at the softmax layers are of 

three values. The output of softmax layer is a vector which has 

the length equal to the number of actions trained to the system. 

The values of softmax layer output are posterior probabilities 

those denotes that the probability of input action to be the 

trained action. However, we have three probabilities for every 

action. Hence we applied fusion mechanism to derive the final 

results. For fusion, we consider two strategies namely product 

and maximum since they have better fusion capability than the 

remaining two methods. Consider R1 be the output of softmax 

layer of phase 1, R2 be the output of softmax layer of phase 2 

and R3 be the output of softmax layer of phase 3, they are fused 

as 

 

),,( 3211 RRRMaxF =  (9) 

 

),,(Product 3211 RRRF =  (10) 

 

From the two values such as F1 and F2 the final action is 

obtained as  

 

),( 21 FFMaxAction=  (11) 

 

where, Action is the name of an action which has highest score 

and it represents the final action class prediction.  

 

 
4. SIMULATION EXPERIMENTS 
 

This section describes the details of simulation experiments 

of the proposed approach. For the experimental validation, we 

applied our method on two multi-view datasets namely 

NTURGB+D dataset [31] and Northwestern – UCLA dataset 

[32]. Since these two datasets are multi-view datasets, we 

process them for Cross view as well as cross subject validation. 

Under Cross view, the training and test views are different 

while under cross subject, the subjects used for training and 

testing are different. 

 

4.1 Datasets 

 

4.1.1 NTURGB+ D dataset 

NTURGB+Dis a large scale dataset consists of totally 

56,880 samples of 60 actions. All these samples are collected 

with the help of 60 subjects. The entire actions are classified 

into three categories; they are daily actions – 40 (ex. Reading, 

eating, drinking etc.), health related actions – 9 (ex. Falling 

down, staggering, sneezing etc.) and mutual actions – 11 

(hugging, kicking, punching etc.). Every action is captured 

under 17 different scene environments and hence there are 17 

video sequences labeled as S001 to S017. All the actions are 

acquired under three viewing points with an angular deviation 

of −45°,0°, and +45°. Figure 8 shows a samples frames of 

handshaking action in Four different models. This dataset 

provides the action sequences in multiple models including 

Infrared frames, RGB frames, 3D skeleton joints and depth 

maps. This is quite challenging dataset for recognition as it 

composed of similar actions, and larger noises in the dataset. 

At the validation, w employed both cross view validation as 

well as cross subject validation. At the cross view validation, 

we used totally 18960 sample videos captured through 

Camera1 (at +45°) for training and the remaining 37920 

sample videos captured through camera 2 and camera 3 are 

used for testing. Next, under the cross subject validation, the 

sample videos acquired through 20 subjects (1, 2, 4, 5, 8, 9, 13, 

14, 15, 16, 17, 18, 19, 25, 27, 28, 31, 34, 35, and 38) are used 

for training and the sample videos of remaining 20 subjects are 

used for testing. At this phase, we conduct a fivefold cross 

subject validation by changing the subjects used for training 

and testing, both cross view validation as well as cross subject 

validation. At the cross view validation, we used totally 18960 

sample videos captured through Camera1 (at +450) for training 

and the remaining 37920 sample videos captured through 

camera 2 and camera 3 are used for testing. Next, under the 

cross subject validation, the sample videos acquired through 

20 subjects (1, 2, 4, 5, 8, 9, 13, 14, 15, 16, 17, 18, 19, 25, 27, 

28, 31, 34, 35, and 38) are used for training and the sample 

videos of remaining 20 subjects are used for testing. At this 

phase, we conduct a fivefold cross subject validation by 

changing the subjects used for training and testing. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 

Figure 8. Handshaking action in different models (a) RGB, 

(b) Depth, (c) Infrared and (d) Depth + skeleton joints 
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4.1.2 Northwestern – UCLA dataset 

Northwestern – UCLA (NUCLA) is a multi-view action 

dataset that was captured with the help of three Kinect cameras 

placed a three different views. This dataset composed of 

totally1494 action videos and the total number of actions 

present is 10. Each action is acquired with the help of 10 

subjects after repeating it from 1 to 6 times. Since this dataset 

composed of the actions with similar movements, it is very 

much challenging in nature. Furthermore, during the 

acquirement of action videos through multiple cameras, the 

skeletons have brought several self-occlusion problems. 

Moreover, the human actions involve objects thereby they 

have introduced different occlusions in the action videos. At 

this dataset, we have done cross view validation by 

considering the action video samples from two cameras for 

training and one camera for testing. Some samples of this 

dataset are shown in Figure 9. 

 

4.2 Results 

 

At the simulation of both datasets we have conducted a 

numerous cross validation with respect to both subject and 

viewpoints. For NTU RGB+D dataset, totally there are 40 

subjects. Hence we conduct a fivefold cross subject validation 

by interchanging the subjects used for training and testing. For 

the selection of subjects, a random selection process is 

accomplished. At every validation, the subjects used for 

training and testing are shown in Table 2 along with the 

obtained accuracy. 

From the results, the maximum accuracy is attained at 3rd 

cross subject validation. At this validation, the sample videos 

of first 20 subjects are used for training and the sample videos 

of remaining 20 subjects are used for testing. The least 

accuracy is observed at second validation where the sample 

videos of odd subjects are used for training and the sample 

videos of even subjects are used for testing. From these 

validations, the average accuracy is observed as 84%. 

For the assessment of fusion rules effect on the recognition 

accuracy, the simulation is done with respect to different 

fusion rules and the obtained accuracy at both cross view and 

cross subjects are shown in Table 3. At this phase, two types 

of fusion are considered; they are early fusion and late fusion. 

In the early fusion, the feature vectors are fused before 

processing them to the CNN model. The all action descriptors 

are fused by concatenated them horizontally and each action is 

represented as a composite feature vector as the composition 

of IJD, SSJD and SJD. Over the composite vector, we applied 

the 2D-CNN model for feature extraction followed by 

classification. 

 

   

   

   
View 1 View 2 View 3 

 

Figure 9. Sit down, throw, and pick up with two hands actions under multiple views 
 

Table 2. Five-fold cross subject validation on NTU RGB+D dataset 
 

CS No. Training subjects  Testing subjects  Accuracy (%) 

CS1 1, 2, 4, 5, 8, 9, 13, 14, 15, 16, 17, 18,  

19, 25, 27, 28, 31, 34, 35, 38 

3, 6, 7, 10, 11, 12, 20, 21, 22, 23, 24, 26, 29, 30, 32, 

33, 36, 37, 39, 40 

85.4000 

CS2 1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 21,  

23, 25, 27, 29, 31, 33, 35, 37, 39 

2, 4, 6, 8, 10, 12, 14, 16, 18, 20,22 

 24, 26, 28, 30, 32, 34, 36, 38, 40 

82.2000 

CS3 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 

11, 12, 13, 14, 15, 16, 17, 18, 19, 20 

21, 22, 23, 24, 25, 26, 27, 28, 29, 30 31, 32, 33, 34, 35, 

36, 37, 38, 39, 40 

86.3000 

CS4 1, 2, 3, 4, 5, 11, 12, 13, 14, 15, 21, 22, 23, 24, 25, 

31, 32, 33, 34, 35  

6, 7, 8, 9, 10, 16, 17, 18, 19, 20 26, 27, 28, 29, 30, 36, 

37, 38, 39, 40 

83.6000 

CS5 1, 4, 7, 8, 12, 13, 16, 19, 20, 23, 24, 28, 29, 32, 35, 

36, 39, 37, 38, 40,  

3, 5, 6, 9, 11, 15, 17, 18, 21, 25, 27, 30, 2, 10, 14, 22, 

26, 31, 33, 34  

82.9000 
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Table 3. Recognition accuracy (%) of different fusion 

methods over different datasets 

 
Fusion 

scheme 

Fusion 

function 

NTU RGB+D N-UCLA 

CV CS CV 

Early Concatenation 88.2345 81.4578 88.3147 

Late Maximum 83.2455 77.6589 86.4785 

Product 82.4444 78.6637 87.8647 

Average 87.9678 79.7845 89.5674 

 

From the results, the maximum accuracy is observed at 

early fusion process for NTU RGB+D while for N-UCLA, the 

maximum accuracy is gained at late fusion through the average 

fusion rule. Since the NTU RGB+D is a very big and 

challenging dataset, the early fusion ensures better results than 

the late fusion. The confusion matrix of N-UCLA dataset is 

shown in Table 4 where it has totally ten actions namely ‘pick 

up with 1 hand (P1H)’, ‘pick up with two hands (P2H)’, ‘Drop 

trash (DT)’, ‘Walk Around (WA)’, ‘Sit down (SD)’, ‘Stand Up 

(SU)’, ‘Donning (DN)’, ‘Doffing (DF)’, ‘Throw (TH)’ and 

‘Carry (CR)’. From the results, the maximum detection rate is 

observed for Stand Up action while the minimum detection 

rate is observed for Pick up with one hand action. Further the 

first two actions such as pick up with one hand and pick up 

with two hands is observed to have more confusion. Since 

these two have similar movements and appearance they have 

observed a higher confusion at recognition. The further two 

actions those have larger confusion is throw and carry actions. 

 

Table 4. Confusion matrix of CV on the N-UCLA dataset 

 
 P1H P2H DT WA SD SU DN DF TH CR 

P1H 0.75 0.20 0.03 0.02 0 0 0 0 0 0 

P2H 0.05 0.95 0 0 0 0 0 0 0 0 

DT 0 0 0.95 0.05 0 0 0 0 0 0 

WA 0 0 0.06 0.88 0 0 0 0.04 0 0.02 

SD 0 0.02 0.02 0 0.94 0.02 0 0 0 0 

SU 0 0.02 0 0 0.02 0.96 0 0 0 0 

DN 0 0 0 0 0 0 0.94 0.06 0 0 

DF 0 0 0 0 0 0 0.04 0.92 0.04 0 

TH 0 0 0 0 0 0 0 0.06 0.88 0.06 

CR 0 0 0.04 0 0 0 0 0 0.12 0.84 

In the Table 5, we compare our method with several 

standard methods those employed handcrafted features and 

deep learning methods like CNN and RNN for HAR with 

skeleton data [10, 21, 31]. All these methods used skeleton 

data as input for recognizing human actions.  

 

Table 5. Comparison of recognition accuracy (%) on NTU 

RGB+D dataset 

 
Method NTU RGB+D N-UCLA 

CV CS CV 

Deep-LSTM [31] 67.3000 60.7000 - 

Res-TCN [24] 83.1000 74.3000 - 

Spatio-Temporal LSTM [15] 77.7000 69.2000 - 

P-LSTM [31] 70.3000 62.9000 - 

SK-CNN [14] 87.2000 80.0000 92.6000 

GCA-LSTM [10] 84.0000 76.1000 - 

HBPL [17] 82.0000 74.9000 - 

Beyond joints [16] 87.6000 79.5000 - 

Bio-Constrained [18] 91.8000 86.9000 94.4000 

ST-GCN [21] 88.3000 81.5000 - 

Clips + MTCNN [11] 87.4000 81.1000 93.4000 

 

 

Proposed 

SSJD 91.2300 86.3020 90.2300 

SJD 89.4510 84.5350 88.2140 

IJD 85.6600 80.2250 86.9330 

SVI2JD 93.2000 84.0000 93.6600 

 

From the results, we can see that our method has achieved 

great recognition accuracy at cross views. As our method 

employed a self-similarity based joint descriptor that can 

provide view invariance for all the 80 views in NTU RGB+D 

dataset. The proposed method shown outstanding performance 

than the RNN based method [31] and also the attention based 

methods [10, 15]. CNN based approaches [11, 14] employed 

skeleton visualization strategy for the improvisation of 

recognition performance in HAR. However, the proposed 

method can achieve nearer results with CNN methods which 

needs a sequence of intensive transformations from skeleton 

to color images. Recently, the GCN which is a general form of 

CNN have gained a great interest which can represent the 

skeleton as a set of nodes and edges. They formulated the 

action with respect to the length of edges and strength of edges. 

ST-GCN [21] gained a better accuracy on NTU RGB+D 

dataset. Due to the accomplishment of SJD and SSJD, our 

method outperformed all the earlier methods in the cross views 

validation. The SSJD provides great view invariance such that 

the developed system can recognize the action at any view. 

Our method has gained good performance for all actions in 

NTU RGB+D except for two actions; they are reading and 

writing which are very much difficult to identify. 

 

 

5. CONCLUSION 

 

In this paper, we propose a composite action descriptor for 

recognizing human actions from skeleton action sequences. 

The proposed descriptor is a composition of three descriptors 

such as IJS, SSJD and SJD. IJD ensures a less complexity by 

describing an action only with informative joints. SSJD and 

SJD ensure view invariance and motion restricted action 

describing such that the multi-view actions and similar actions 

can also be recognized much accurately. The effectiveness is 

demonstrated by the simulation of proposed model on two 

challenging datasets such as NTU RGB+D and N-UCLA. 

Experimental results demonstrate that our method can handle 

problem of cross view action recognition through SSJD 

description with SJD. Particularly, the proposed method 

exhibited robust performance at large view changes. 
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