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Enriching and developing the connotation and value of labor education theories can help 

students in higher vocational colleges form correct viewpoint and attitude towards labor. 

Higher vocational colleges should put more efforts to education through practice based on 

the features of each discipline. Accurately identifying students’ behavior in complex 

practice and training scenarios is very important for teachers to know about their status 

during practice and training, however, existing research results are not applicable to complex 

practice and training scenarios since they have neither considered how to improve the 

accuracy of static image identification while ensuring the model is lightweight structured, 

nor considered the time series information of students’ behavior during practice and training 

in the collected video images. For this reason, this paper took the property management 

major as the subject to study the identification of student behavior during practice and 

training based on video image. In the paper, the students’ practice and training content was 

divided into three aspects, a task of asking students to cooperate with each other to deal with 

an equipment failure emergency was adopted for the research, and a research idea of helping 

teachers figure out students’ status during practice and training via identifying their actions 

and intentions during the said activities was determined. Then, a few pre-processing 

operations were performed on the captured video images of student behavior during practice 

and training, including removing abnormal image frames, filtering, and aligning, etc. After 

that, based on the collected video image data, the dynamic convolution kernel was improved 

and optimized, and a lightweight convolution network model was built for identifying 

student behavior during practice and training. At last, experimental results verified the 

validity of the proposed identification model. 
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1. INTRODUCTION

Labor is a foundation for the existence and development of 

human society, so it’s a necessary task in pedagogy to teach 

students about labor. Enriching and developing the 

connotation and value of labor education theories can help 

students in higher vocational colleges form correct viewpoint 

and attitude towards labor [1, 2]. Cultivating students to form 

a good labor habit is an important content for vocational 

colleges to fulfill their mission of enabling students to achieve 

all-round development in terms of morality, intelligence, 

physical fitness, aesthetic perception, and labor [3-5]. Higher 

vocational colleges need to put more efforts to education 

through practice based on the features of each discipline. Some 

of them carry out labor-themed on-campus activities such as 

labor skill festival, labor culture festival, or labor week, hoping 

to fill the gap between labor education in class and the real 

world situations, thereby preparing students for the challenges 

of this new age [6-10].  

Accurately identifying students’ behavior in complex 

practice and training scenarios is very important for teachers 

to know about their status during practice and training, and it 

is also a prerequisite for the top-level design of labor education 

[11-18]. The maturing deep learning technology and image 

processing technique have laid a theoretical foundation for 

developing algorithms for identifying student behavior during 

practice and training based on video image.  

Chen et al. [19] pointed out in their paper that intelligent 

identification of students’ classroom behavior is becoming 

increasingly important in a smart education background. To 

improve the accuracy of intelligent identification of student 

behavior, the authors collected 7 typical classroom behavior 

images of 300 students, preprocessed the data, then a classic 

deep network model VGG16, which was trained on ImageNet 

dataset, was applied to the student classroom behavior 

identification task. Through experimental comparison with 

other deep learning models, they verified the high accuracy of 

this VGG16 network model in identifying students’ classroom 

behavior. Xiao et al. [20] constructed a classroom teaching 

video library and a student classroom behavior library. In their 

work, classroom monitoring videos were extracted regularly 

in combination with the cv2 library to get a real-time picture 

stream of each student; then the spatial-temporal features of 

each student behavior were learned using convolutional neural 

networks so as to achieve real-time behavior identification in 

classroom teaching scenarios oriented to multi-student targets. 

Moreover, an intelligent teaching assessment model was 

constructed and an intelligent teaching assessment system 

based on student classroom behavior identification was 

designed and implemented, and the latter got good operation 

results on the classroom teaching video dataset. Scholar Pang 

[21] argues that student classroom behavior identification has

important guiding significance for the development of distance

education strategies. The author improved the traditional

Traitement du Signal 
Vol. 40, No. 1, February, 2023, pp. 249-256 

Journal homepage: http://iieta.org/journals/ts 

249

https://orcid.org/0009-0000-4546-3779
https://orcid.org/0000-0003-1366-7501
https://orcid.org/0009-0000-4881-9187
https://orcid.org/0009-0005-7601-0584
https://crossmark.crossref.org/dialog/?doi=10.18280/ts.400124&domain=pdf


 

clustering analysis algorithm using random forest, and 

combined a human skeleton model to identify students’ 

classroom behavior in real time. Then, a network topology 

model was constructed based on the needs of behavior 

identification to build a network topology model. The error 

rate of feature reconstruction using spatio-temporal features 

was lower than that of a single feature, and the effectiveness 

of the extracted spatial angle features was verified through 

experiments based on the human skeleton model. Scholar Liu 

et al. [22] noticed the complex and slow-speed problem with 

conventional behavior identification process and proposed a 

method of student abnormal behavior identification in 

classroom video based on deep learning. For the poor effect of 

small target identification of the original network, the 

proposed method introduced a cascading improved RFB 

module by adding a branch to the RFB to increase the 

reference to peripheral visual field, which can enhance the 

feature extraction capability of original network and make full 

use of the shallow information to improve identification effect 

of small targets, and border regression calculation was 

performed by changing the border loss function to DIoU_Loss. 

The experimental results show that the improved network SE-

Res2Net-DIoU achieved 80.1% in the accuracy of student 

abnormal behavior identification.  

After reviewing relevant studies, it’s found that existing 

research results are not applicable to complex practice and 

training scenarios since they have neither considered how to 

improve the accuracy of static image identification while 

ensuring the model is lightweight structured, nor considered 

the time series information of student behavior during practice 

and training in the collected video images. For this reason, this 

paper took the property management major as the subject to 

study the identification of student behavior during practice and 

training based on video image. In the second chapter, students’ 

practice and training content was divided into three aspects, a 

task of asking students to cooperate with each other to deal 

with an equipment failure emergency was adopted for the 

research, and a research idea of helping teachers figure out 

students’ status during practice and training via identifying 

their actions and intentions during the said activities was 

determined. In the third chapter, a few pre-processing 

operations were performed on the captured video images of 

student behavior during practice and training, including 

removing abnormal image frames, filtering, and aligning, etc. 

In the fourth chapter, based on the collected video image data, 

the dynamic convolution kernel was improved and optimized, 

and a lightweight convolution network model was built for 

identifying student behavior during practice and training. At 

last, experimental results verified the validity of the proposed 

identification model. 

 

 

2. CONTENT OF STUDENTS’ PRACTICE AND 

TRAINING AND STEPS OF BEHAVIOR 

IDENTIFICATION 

 

After the impact of COVID-19 epidemic, the higher 

vocational education in China has posed some new 

requirements for talent cultivation, and an objective of “setting 

curriculum under ideological and political guidance” has been 

proposed for the purpose of training students to become 

virtuous and skilled talents with the ability to cope with the 

epidemic, to serve our people, and be good at management and 

operation, so that in the future, they could grow into 

honourable laborers who can care for people, have new ideas 

of management and operations, and fight the epidemic with 

courage. Practice and training is a major means of labor 

education, in order to create new content and approach for 

labor education in higher vocational colleges, labor education 

must be pragmatic and engaging. The content setting of 

students’ practice and training is very important, so this paper 

took the property management major as the subject and 

divided the content of practice and training into three aspects: 

The first content is owner management. One basic task of 

owner management is the management of property owners, 

specific content of this task includes: managing owner 

information such as the building unit number, room area, 

house orientation, the name, birthday, personality, contact 

number, and work unit of property owners and their family 

members. All these information should be registered and 

documented properly for easy inquiry in the future. 

The second content is security management. The focus of 

security management is to prevent the occurrence of various 

accidents. Modern security management combines artificial 

prevention measures with technical prevention measures, 

wherein artificial prevention is carried out by personnel of 

special job posts, for example, typical security-related posts of 

a building include the VIP security posts, lobby security posts, 

mobile posts, parking lot security posts, and fire prevention 

posts; technical prevention adopts modern technologies to 

support artificial measures and carry out security management 

tasks, examples include the monitoring system, smoke sensor, 

displacement sensor, smoke sensor, temperature sensor, and 

infrared sensor, etc. 

The third content is equipment maintenance and 

maintenance management. The repair and maintenance of 

equipment is an important task starting from the acceptance 

check of the equipment. Once an equipment is taken over by 

the property management department, its warranty scope and 

time should be figured out, and the maintenance work of the 

equipment should be checked clearly. At the same time, 

equipment operation procedures and equipment failure 

emergency response procedures should be formulated; 

monthly, quarterly, and annual maintenance plans should be 

made; equipment management system and equipment room 

management system should be established; a machine account 

should be set for each equipment, the parameters of each 

equipment, as well as each maintenance, should be properly 

recorded, so that every operator could have a clear 

understanding of the equipment at a glance. Moreover, a label 

should be made for each equipment and all equipment should 

be numbered, in this way, the records could be accurate 

enough. One last thing, the energy consumption budget should 

be made before the running of the equipment to achieve 

economic operation. 

Research content of this paper is to help teachers know 

about students’ status of practice and training by identifying 

their actions and intentions during practice and training 

activities. Taking the property management major as an 

example, this paper can assist teachers to check whether the 

students have completed tasks of owner management, security 

management, and equipment maintenance management in 

various practice and training scenarios. In our study, a task of 

asking students to cooperate with each other to deal with an 

equipment failure emergency was set to simulate a scenario of 

student practice and training, during which the actions 

between students when they pass equipment maintenance 

tools and components to each other were captured. During this 
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task, students were asked to work in pairs to complete jobs 

such as deliver and fetch the equipment maintenance tools and 

components, before the task, they were required to watch a 

video showing the specific steps, then they were asked to 

repeat the equipment failure emergency response task for 

multiple times until they reached the required practice and 

training level of professional property management.  

 

 

3. PREPROCESSING OF VIDEO IMAGES OF 

STUDENT BEHAVIOR DURING PRACTICE AND 

TRAINING 

 

When a student performs complex actions during task 

execution, the positions of his/her body joints would show 

obvious changes, and these data are important for accurate 

identification of student behavior during practice and training. 

To improve the efficiency and accuracy of identification, some 

non-critical joints were excluded. Besides, the angle between 

the position at which the student performs the task and the 

shooting position of the camera can also affect the 

identification effect, so this paper transformed the coordinates 

of joint positions to eliminate the influencing of camera tilt, 

the following formula gives the expression of the i-th joint in 

the g-th frame after motion trajectory angle transformation: 
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Abnormal image frame can cause deviation in the prediction 

of behavior actions, and this deviation in the understanding of 

students’ behavior intentions will lead to the result that a 

maintenance tool or component delivered to them may not 

meet their requirements, so this paper adopted the box plot 

method to analyze the images of student behavior and delete 

abnormal image frames in time. 

Assuming: W1-1.5SU and W3+1.5SU respectively represent 

the lower limit and upper limit of the data of student behavior; 

W1 represents the lower quartile, W2 represents the median, W3 

represents the upper quartile, SU represents the difference 

between W3 and W1, that is SU=W3-W1. 
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The value of m took 1.5 or 3, if m is equal to 1.5, then the 

behavior image data between W1-1.5SU and W3+1.5SU is 

within the normal value range, and data outside this range is 

considered as mild abnormal data; similarly, if m is equal to 3, 

then the behavior image data between W1-3SU and W3-3SU is 

within the normal value range, and data outside this range is 

considered as extreme abnormal data. 

 

 
 

Figure 1. A schematic diagram of the filtering method 

When a student performs an action during practice and 

training, tiny but quick movements such as trembling would 

produce noise in the collected image data, so in this study, the 

moving-average filter was adopted to perform filtering, as 

shown in Figure 1. Implementation process of this moving-

average filtering method is detailed below, for student 

behavior image data segments A1,...,AK within a certain length 

K, the formula for calculating the average value is: 
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Then, the student behavior image data at position A1 was 

replaced by the average value; starting from A2, again, K data 

points were taken and averaged, and the calculation result was 

used to replace A2; after repeating this operation for m times, 

the m-times image filtering smoothing result was attained.  

The camera collected real-time images of students’ 

behavior actions, since there are differences in the duration of 

each action in the practice and training scenario, there will be 

differences in the length of each group of action image data if 

a same sampling frequency has been adopted, therefore, to 

facilitate the effective learning and prediction of student 

behavior during practice and training, each group of action 

image data should be align and this paper chose to use discrete 

Fourier transform to perform the processing. Assuming: a(p) 

represents the time signal of non-periodic continuous motion 

images, then the Fourier transform of a(p) is: 
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Let θ-l
m=e2lfj/m, then the above formula was discretized 

further to get: 
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Students vary greatly in height, body shape, and daily 

behavior habit, when they were carried out the task, their 

positions relative to the camera were different as well. To 

avoid errors in the prediction of student behavior during 

practice and training caused by individual differences, the 

action image data needs to be normalized. Assuming: Ṫg
i 

represents the position of the n-th joint in the g-th frame after 

normalization; ag
SP, bg

SP, cg
SP represent the spinebase 

coordinates in the g-th frame; after the local coordinate origin 

of the image was set, the coordinates of each joint in each 

frame could be attained based on the following formula:  
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4. STUDENT BEHAVIOR IDENTIFICATION MODEL  

 

In the research of intention identification of student 

behavior during practice and training, only identifying static 

images or only considering the spatial features of actions can 

result in loss of temporal features of the actions, for instance, 

when a student tightens or loosens a screw, if we only observe 
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the behavior in a single frame, we can not judge whether 

he/she is tightening the screw or loosening it, and whether the 

behavior is an effective action of equipment failure emergency 

response or not is pending for judgement. Therefore, behavior 

identification based on video image plays a very important role 

in identifying student behavior during practice and training. In 

our study, the dynamic convolution kernel was optimized 

based on the collected video image data, and a lightweight 

convolution network model was built for behavior 

identification by terminal devices with less parameters used in 

specific practical scenarios.  

 

 
 

Figure 2. Calculation flow of 3D dynamic convolution 

 

Conventional 3D dynamic convolution can superimpose all 

channel dimensions and time dimensions of the collected 

video images to form one dimension for processing, however, 

inevitably, this will introduce some redundant information that 

can affect behavior identification, so this paper proposed a 

kind of optimized 3D dynamic convolution kernel based on 

efficient attention to solve this problem, and its calculation 

flow is given in Figure 2.  

Assuming: the size of input video is Dim×F×Q×P, by 

superimposing time dimension and channel dimension, the 

input feature of video images can be superimposed into 

Dim×P×F×Q, after that, the superimposed dimension can be 

compressed at the scale of γDim×P×F×Q, wherein the value 

range of β is [0,1]. In order to reduce redundant information 

and retain useful information to the great extent, in this paper, 

down-sampling processing was performed on the spatial 

feature of video images after subjected to dimension 

compression at the scale of γDimP×μF×μQ, the processed 

video image features were then superimposed at the scale of 

γDimP×μ2FQ. Furthermore, the output result was processed by 

the fully-connected layer and the adaptive pooling layer, and 

finally the dimension of video image features had been 

reduced to L, namely the number of dynamic convolution 

kernels, at last, the attention weight was calculated by the 

Softmax function. 

Assuming: U(.) represents the superimposing operation of 

channel dimension and time dimension, R(.) represents the 

dimension compression process of input features, H(.) 

represents the process of adaptive average pooling which is 

used for downsampling the feature vector; G1 and G2 represent 

two layers of fully-connection operations in the module, ε(.) 

represents the ReLu nonlinear function, then, for an input 

video of students’ practice and training C∈RD
im

*F*Q*P, its 

dynamic weight can be calculated based on the following 

formula: 

 

( )( )( )( )( )( )2 1maxSoft G G H R U C =  (7) 

 

The random channel-time dimension was adopted to 

perform redundancy-removal dimension compression on 3D 

dynamic kernels to reduce the superimposed time and channel 

dimensions, specifically, γDimP dimensions were randomly 

picked from DimP dimensions of video images:  
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Figure 3. Flow of random dimension compression 

 

Although the above method can significantly reduce the 

redundant information of video images in terms of time and 

channel, an improper compression scale can easily cause 

information loss of student behavior during practice and 

training in the time dimension, so this paper directly 

performed random dimension compression on the channel 

dimension to solve this problem, and the flow of this random 

dimension compression is shown in Figure 3. Assuming: Ĉ 

represents the random dimension compression operation, then 

the formulas for calculating dynamic weight after compression 

strategy optimization are given below: 

 

( )( )( )( )( )( )2 1maxSoft G G H U R C =  (11) 

 

( )C R C=  (12) 

 

 0 1, ,...,
imDC C C C=  (13) 

 
imD

C C  (14) 

 

Therefore, in case that bias is not considered and output 

dimension is Ḋout, the parameter size of the fully connected 

layer is μ2γDimPFQḊout, which can be turned into μ2γDimPḊout 

by adopting 2D convolution with a l-sized kernel, such 
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operation can reduce parameter size and make the fully 

connected layer lighter, the following formula calculates the 

dynamic attention weight after improvement:  

 

( )( )( )( )( )( )2 1maxSoft G G H R U C =  (15) 

 

If the adaptive convolution operation of convolution kernel 

size is adopted, then the convolution kernel size at this time 

can be calculated by the following formula: 
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When l value is solved in the attention mechanism, the Ḋim 

of l value in G1(.) and G2(.) is γḊimP. 

The improved dynamic convolution kernel is plug-and-play 

and can be applied to lightweight convolution neural networks. 

The depth-separable convolution with a kernel size of 3×3×3 

can be replaced by a dynamic convolution kernel. Assuming: 

βi
* represents the weight of the i-th attention weight, L 

represents the number of dynamic convolution kernels, then 

the convolution process is given by the following formula: 
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When 3D point convolution of structure blocks in the 

network is replaced by dynamic convolution kernel, the 

convolution process can be expressed as: 
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According to above formula, compared with the 

convolution kernel before improvement, the improved 

convolution kernel only corrects the weight size when 

performing depth-separable convolution operations, when 

performing point-wise convolution, it can be considered as 

ordinary convolution with a kernel size of 1. 

 

 

5. EXPERIMENTAL RESULTS AND ANALYSIS 

 

In this paper, for different fault equipment in each step of 

the equipment fault emergency response task, we designed 

several sets of actions correspond to different emergency 

response steps (Table 1). Action 1 refers to the state in which 

a student stands still with both arms hanging naturally at 

his/her sides. Actions 2-6 are the operations of turning the 

screw of a fault equipment, they are dynamic actions of 

students 1 and 2 extracted from steps 1-6. Overall speaking, 

by identifying the actions of students 1 and 2 in the current 

step, we can evaluate whether the behavior sequence and 

operations of students can meet requirements or not.  

 

Table 1. Action design for the equipment fault emergency response task 

 
Action No. Corresponding step Type Action description 

Action 1 - Static Students 1 and 2 stand relaxed with arms hanging naturally at their sides 

Action 2 Step 1 Dynamic Student 1 bends down near the screw position 

Action 3 Step 2 Dynamic Student 2 hands a screw to Student 1, Student 1 takes the screw and faces to the right 

Action 4 Step 3 Dynamic Student 1 presses the screw with left hand 

Action 5 Step 4 Dynamic 
Student 2 hands a wrench to Student 1, Student 1 takes the hexagon wrench with right 

hand and extends forward 

Action 6 Step 5 Dynamic Student 1 turns the screw 

Action 7 Step 6 Dynamic Student 1 rises to the left and returns the wrench to Student 2 

 

At first, the collected video images of 6 steps were pre-

processed, an example of angle change of figure in the image 

is given in Figure 4. Then, after ensuring all figures in images 

were in a normal horizontal state, abnormal data frames in the 

video image sequence were identified and processed. Taking 

the action image data of the head area of a student during step 

2 as an example, the detection and removal results of abnormal 

image frames are shown in Figure 5. As can be seen from the 

figure, in the sample image sequence, three abnormal image 

frames had been successfully removed by the method 

proposed in this paper.  

To enhance model validity, this paper built a 4-layer 

network model and performed random dropout experiment to 

prevent model structure from being too complicated. 

Specifically, in the experiment, the weight of 15% neurons in 

convolution layer 2 of the model was set to 0, that is, these 
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neurons didn’t work during model training. The performance 

of the trained model on test set and validation set is given in 

Figure 6. Obviously, random dropout can shorten training time 

and effectively prevent network over-fitting. But after random 

dropout, the model showed difficulty in convergence, so the 

identification model constructed in this paper is not applicable 

to random dropout.  

 

 
 

Figure 4. Angle change of figure in image 

 

 
(a) Abnormal image frame detection 

 
(b) Abnormal image frame removal 

 

Figure 5. Abnormal image frame detection and removal 

 
(a) Accuracy 

 
(b) Loss value 

 

Figure 6. Random dropout results of the model 

 

After parameter debugging and setting, in order to verify the 

validity of the model, comparative experiment was performed 

on the proposed model, conventional CNN (convolution 

neural network), and conventional LSTM (long and short term 

memory network), and the model performance comparison 

results at different alignment scales are summarized in Table 

2. According to the table, identification accuracy of the 

proposed model is better than that of CNN and LSTM, which 

has verified the validity of the proposed model, the model can 

effectively identify students’ actions during practice and 

training. When image alignment length is 400, identification 

accuracy of the proposed model is the highest, reaching 

98.69%. Compared with CNN and LSTM, the stable training 

time of the proposed model is longer, this is because the 

proposed model has introduced the optimized 3D dynamic 

convolution kernel of efficient attention, but in terms of the 

equipment failure emergency response task performed by 

students, the influence of a slightly longer training process is 

not much. 

 

Table 2. Model performance comparison results at different alignment scales 

 
Alignment scale Model Identification accuracy (%) Training time (min) 

200 

The proposed model 97.78 17.85 

CNN 91.49 8.25 

LSTM 90.58 12.59 

400 

The proposed model 98.69 36.24 

CNN 93.43 22.23 

LSTM 91.92 28.46 

600 

The proposed model 97.87 78.55 

CNN 90.76 52.05 

LSTM 90.33 63.46 

800 

The proposed model 96.12 168.59 

CNN 89.59 107.15 

LSTM 86.21 128.34 
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Table 3. Model identification accuracy for 7 actions 

 
Model Action No. Identification accuracy (%) Action No. Identification accuracy (%) 

The proposed model 

Action 1 99.85 Action 5 98.58 

Action 2 96.86 Action 6 99.25 

Action 3 95.99 Action 7 92.34 

Action 4 99.03   

CNN 

Action 1 99.41 Action 5 93.34 

Action 2 88.46 Action 6 94.25 

Action 3 90.76 Action 7 90.68 

Action 4 91.35   

LSTM 

Action 1 98.35 Action 5 90.13 

Action 2 89.56 Action 6 91.79 

Action 3 89.03 Action 7 89.08 

Action 4 90.89   

 

Table 3 summarizes model identification accuracy of 7 

actions. In actual practice and training scenario, the models 

built for different actions differ in identification accuracy. 

Obviously, for action 1 (static state), all three models show a 

high accuracy; but for actions 3-5, since the models need to 

identify actions of two students, the identification accuracy is 

lower. However, on the whole, for the 7 actions, the 

identification accuracy of the proposed model is higher than 

that of CNN and LSTM.  

 

 

6. CONCLUSION 

 

This paper took the property management major as the 

subject and studied the identification of student behavior 

during practice and training based on video image. At first, 

students’ practice and training content was divided into three 

aspects, a task of asking students to cooperate with each other 

to deal with an equipment failure emergency was adopted for 

the research, and a research idea of helping teachers figure out 

students’ status during practice and training via identifying 

their actions and intentions during the said activities was 

determined. Then, a few pre-processing operations were 

performed on the captured video images of student behavior 

during practice and training, including removing abnormal 

image frames, filtering, and aligning, etc. After that, based on 

the collected video image data, the dynamic convolution 

kernel was improved and optimized, and a lightweight 

convolution network model was built for identifying student 

behavior during practice and training. In the experiment, this 

paper designed specific actions for the equipment fault 

emergency response task, pre-processed the collected video 

images of 6 steps, and verified the validity of the pre-

processing steps; then a 4-layer network model was built and 

subjected to random dropout experiment. At last, performance 

of the proposed model was compared with conventional CNN 

and LSTM in experiment, and the results proved that the 

identification accuracy of the proposed model for 7 actions is 

higher than that of CNN and LSTM. 
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