
Design of Dynamic Network for Parallel Processing on a Distributed System 

Aseel Thamer Ebrahem1* , Basil Shukr Mahmmood2

1 Department of Computer Engineering, Northern Technical University, Mosul 41002, Iraq  
2 Computer Engineering Department, Collage of Engineering, University of Mosul, Mosul 41002, Iraq 

Corresponding Author Email: aseelthamer@ntu.edu.iq

https://doi.org/10.18280/isi.280128 ABSTRACT 

Received: 20 December 2022 

Accepted: 30 January 2023 

Modern computation systems involve multicomputer configurations. Multiple computers 

enable multiple threads to be executed simultaneously, with the ability to perform the same 

operations on different processors (computers) at the same time. This paper addresses the 

building of a software application to be implemented on 8*8 dynamic multistage network 

exchange depending on the client/server principles so that one can select one type of 

different topologies that is suitable to the type of application. The network can serve any 

number of nodes. Two different applications were examined, convolution operations and 

matrix multiplication. The goal of this paper is to explore the different ways, in which the 

multistage network topology can simulate supercomputer systems employing large-scale 

parallel processing. This paper proposes designing parallel systems on a distributed system, 

running different topologies such as linear systolic, mesh, and hypercube topologies of the 

parallel processor’s networks, and also a dynamic selection of the appropriate network 

topology based on the nature of the solved problem. Simulation of parallel processing 

systems on distributed environments mainly done through Socket programming based on 

JAVA threads. 
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1. INTRODUCTION

Parallel processing is a method of computing that involves 

using two or more CPUs or nodes in order to do different parts 

of a bigger task. Parallel computing is the use of two or more 

processors (cores, computers) to tackle a single problem in 

parallel. It is a sort of computer architecture in which 

numerous processors simultaneously run or process an 

application or task. Parallel computing enables the execution 

of complex computations by distributing the workload among 

numerous processors, all of which are working on the 

computation at the same time. The majority of supercomputers 

work on the basis of parallel computing concepts. Parallel 

processing comes in a variety of flavors, including MMP, 

SIMD, MISD, SISD, and MIMD. Although SISD computers 

cannot operate in parallel, a cluster can be formed by linking 

several of them. A program's execution time can be reduced 

by distributing a task's multiple parts across several 

processors. Each processor runs a different section of the 

program concurrently [1], and when execution is finished, the 

results are blended and sent back to the main computer. There 

are various varieties of parallel processing; SIMD and MIMD 

are two of the most popular varieties. Single instruction 

multiple data, or SIMD is a form of parallel processing in 

which a computer contains two or more processors that each 

handle a different kind of data while yet conforming to the 

same set of instructions. Another popular method of parallel 

processing is MIMD, or multiple instructions multiple data, in 

which each computer has two or more processors, and each 

executes its own program and receives data from several data 

streams. In this form of architecture, the concepts of server and 

client computers will be used. The server's computer transmits 

commands to client machines for concurrent executions [2]. 

Distributed system software, also known as middleware, is 

used to implement the network topology or connections 

between nodes. Examples of this middleware include socket, 

remote procedure call, and remote method invocation. 

Middleware is described as a software layer that sits above the 

operating system and below the application program, offering 

a common programming paradigm for distributed systems [3-

5]. As examples of using a distributed system to execute 

parallel programs, in this research we will see the results of 

executing some mathematical formulas, such as convolution, 

matrix multiplication. etc. using parallel methods. 

The structure of this paper is as follows: A brief history of 

parallel processing is given in Section 2, followed by 

descriptions of distributed systems and cloud computing in 

Section 3, the design of the general network to implement 

topologies like a mesh, hypercube, and omega networks in 

Section 4, the results and discussions in Section 5, and the 

conclusions in Section 6. 

2. PARALLEL PROCESSING

Parallel processing is increasingly being viewed as the sole 

practical approach for the quick resolution of computationally 

challenging and data-intensive issues. This creates the 

conditions for significant parallel software growth [6]. There 

are three types of parallel processing client-side object 

rendering, client-side and server-side operations [7]. 

However, under the parallel programming technique, 

programs are created explicitly to take use of parallelism. As 

a result, creating a parallel application requires splitting up the 
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workload into tasks and assigning those tasks to workers (i.e., 

the computers where the tasks will be accomplished.) [8-10]. 

Additionally, there is a wealth of literature on designing 

parallel programs and the applicability of algorithms for 

parallel execution [10-16].  

In order to accomplish the processing, processing units are 

connected via an interconnection network and the required 

software. For large-scale computer systems, interconnection 

networks enable efficient communication between 

components like processors and memory units [17]. 

Due to their scalability and adaptability, multistage 

interconnection networks (MINs) have been extensively 

researched for distributed systems, parallel, communication 

networks, optical networks, and contemporary embedded 

systems as they are dynamically configured and scalable. 

MINs are used to connect numerous processors or processor-

memory systems. Dynamic interconnection networks, in 

particular, created parallel machines' efficient and flexible 

communication capacity. The previous few decades have seen 

a variety of MIN topologies proposed. Either multipath or 

unique path networks make up the majority of these 

topologies. MINs try to lower costs and reduce diameter, 

where diameter is the distance between any two nodes [18-23]. 

Most well-liked MIN architecture is called SEN (Shuffle 

Exchange Network). It is available in many different classes, 

such as cube, baseline, and mesh networks. The self-routing 

network (SEN) in Figure 1 is based on the shuffle and 

exchange routing functions. 

 

 
 

Figure 1. 8*8 SEN topology 

 

The network has self-routing property. It works for each 

possible input. The logical rotation left of the bits used in the 

port IDs determines how the stages are connected to one 

another. Figure 2 shows this operation. 

 

 
 

Figure 2. The logical rotation left of the bits used in the port 

Ids (If bit is “0” then send cell out upper port, if bit is “1” 

then send cell out lower port) 

 

Bit0 indicates connecting to the higher output (upper port) 

for each entry in each switch, while bit1 indicates connecting 

to the lower output (lower port) as shown in Figure 1. This 

multi-stage architecture can be used in supercomputer systems 

that widely use parallel processing. Different network 

topologies such as hypercube, mesh, and linear topologies are 

implemented in multi-stage interconnection networks as 

shown in Figure 3, to implement the connection between any 

two nodes, two key classes from the java.net package used for 

creation of a TCP stream are ServerSocket class and Socket 

class [24]. 

1. ServerSocket class 

The java.net.ServerSocket class is used by the server to 

create a socket at the server port and listing for the connection 

request from the clients, this class contain many methods, one 

of its method is accept method, which gets a connection 

request from the queue or if there is no connection request (the 

queue is empty), this method blocks until one connection 

request arrives [25]. The result of executing accept method is 

an instance of Socket used for communicating with the client. 

2. Socket class 

The java.net.Socket class is used by the client and server, 

the client uses the constructor of the socket class to create a 

socket specifying the hostname (IP address) and port number 

of the server, this constructor not only creates a socket, but also 

connects the socket to the remote server [26]. 

getInputStream() and getOutputStream() are used for 

returns the socket input stream and returns the socket output 

stream respectively. 

Each node in each network topology is represented in a 

specific thread and can be a dynamic selection of topology 

according to the problem that wants to be solved. So, the 

proposed design solved the problem of blocking in MINs. The 

use of a distributed system with at least eight input nodes and 

eight output nodes to construct a basic SaaS (Software as a 

Service) cloud computing system. Problems that were 

resolved using parallel systems are now solved with this cloud. 

 

 
 

Figure 3. Networks that implement in the proposed design. 

(a) linear topology. (b) hypercube topology. (c) mesh 

topology 

 

 

3. THE DISTRIBUTED SYSTEM AND CLOUD 

COMPUTING 

 

A distributed system is made up of a number of networked 

devices (computers, hardware, or software) that communicate 

their actions through message passing [27]. Due to resource 

sharing, high availability, parallel processing, and other 

factors, heterogeneous, and distributed systems have gained 

popularity in modern computer applications with the 

advancement of computer network technology [28-32]. 

There are different types of distributed operating systems 

that concentrate on the overall system and the distribution of 

distributed system components over multiple machines. 

Systems that are client-server, three-tier, and N-tier, as well as 
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middleware. Client-server architecture and peer-to-peer 

architecture are the two main system-level architectures that 

matter today. The server will react appropriately to any 

requests made by the client. The remote side is typically 

handled by a single server, however, using many servers 

ensures complete safety. Peer-to-peer networks, sometimes 

referred to as P2P networks rely on the premise that there is no 

centralized control in a distributed system. Once a node joins 

the network, it can act either as a server or a client at any given 

time.  

A lot of computing devices are linked together over a real-

time communication network (internet) in the networking 

technology known as "cloud computing". It refers to the 

delivery of computing resources over the internet. If we want 

to store some pictures, or solve some computational problem 

online instead of using our own computer, we are using cloud 

computing services. In another word, cloud computing allows 

individual users to use the cloud services which is managed by 

third parity at remote location [33, 34]. It is broadly divided 

into IaaS (infrastructure as a service), PaaS (Platform as a 

Service), and SaaS (Software as a Service). This technology is 

believed to be cost-saving and offers resource optimization to 

a larger extent. In this paper, a SaaS cloud computing system 

for parallel processing network topology was designed. The 

nodes in the distributed system are connected to each other 

according to the network topology to be created. In this work, 

a control program has been created through which it is 

controlled how the nodes are linked after determining the type 

of topology to be created for the sequence of nodes in the 

network. 

 

 

4. DESIGN DYNAMIC NETWORK AND 

METHODOLOGY 

 

Using socket programming in the Java eclipse and TCP 

datagrams, the Dynamic Network for Parallel Processing was 

created. The controller, clients, and servers' programs were 

displayed, put to the test, and evaluated.  

Clients and servers use a socket, which serves as both an 

interface for the application and the network to connect and 

establish connections. In addition, it is among the greatest 

distributed computing techniques for enhancing system 

performance [35-39]. Java socket programming uses BSD 

(Berkeley Software Distribution) style sockets, which offer 

features for inter-process communication when interacting 

with TCP/IP services. It was designed as an Application 

Programming Interface (API) for inter-process virtual 

communication that used Internet connections [40-43]. Java 

offers two classes supporting network connections, Socket, 

and Server Socket.  

In suggestion system, each node has its thread for each 

application. For example, in this design, batting and covering 

threads are used. By using interconnection, we can create a 

topology of a parallel processing network without blocking so 

that we can improve the performance of the omega network 

bypassing the blocking problem. 

MPI (Message Passing Interface) is used to express tasks 

for parallel processing. A multistage network is used to 

distribute tasks to network nodes so they can be carried out. 

The multicast method's distribution latency cost is O(log(N)), 

and N refers to the total number of target nodes. for job 

processing. A number of stages n can be calculated as 

n=log2N, each stage consisting of N/2 switching elements. 

In the proposed methodology, the application was 

developed in Java utilizing socket programming Eclipse IDE 

(Integrated Development Environment) provided by TCP/IP 

datagram. The client-server is used to design a general 

interconnection network which is used to connect different 

types of topologies and can select the type of topology 

dynamically according to the application that wants to 

implement it. The connection between nodes is changed 

according to the type of topology selected from the GUI main 

frame. Swing package of java GUI (Graphical User Interface) 

is used, it was used to create a desktop application that can run 

on any platform and on any system because it is a component 

of the Java framework. The proposed system and the 

application both made use of classes, interfaces, exceptions, 

InetAddress, IOException, object input and output streams, 

and Util.Scanner. Figure 4 represents the implementation of 

the general network (SEN) for parallel processing on a 

distributed system. In the controller class which has GUI 

frame after selecting one of the topologies (systolic array, 

mesh, or hypercube), to transmit and receive data to other 

system nodes, the nodes open input and output streams on TCP 

Sockets that they build. After entering the nodes ID of the 

network that wants to be created, these IDs are converted to 

binary numbers and implement XOR operation between 

source and destination then, to determine the path of 

connection through switches in the network. This is 

implemented by using these equations [6]: 

 

h=2k             if           0 =>k  => (p/2)-1 (1) 

 

2k+1-p             (p/2)  => k   => p-1 (2) 

 

P: no. of inputs or outputs nodes=8 as an example 

K: input node ID  

h: output node ID 

 

This network is made up of log p stages, where p represents 

the number of inputs (processing nodes) as well as the number 

of outputs. Each stage of the omega network is made up of an 

interconnection pattern that connects p inputs and p outputs; if 

Eqns. (1) and (2) are valid, a link exists between input k and 

output h. These equations represent the operation of left-

rotating the binary representation of k to get h. This pattern of 

connections is known as a perfect shuffle. It was used to build 

the connection of switches in Omega Network as software. For 

example, if the network has eight nodes (p=8), the first four 

inputs (k=0 to 3) connect to the first input of each switch in 

network according to the Eq. (1) and the second four inputs 

(k=4 to 7) connect to the second input of each switch in the 

network according to the Eq. (2). These equations are 

implemented on any number of nodes. 

Thread in the program is used and represented as tj, j from 

0 to 7, and each number represents node ID for servers.  

To deliver a high-quality real-time overview, a GUI 

application built on the Java swing framework is developed. 

One of the greatest and most reliable frameworks for 

developing GUI applications is the swing set. The GUI app 

builder in the Eclipse IDE was utilized for the design. We 

utilized the Java class JFrame, a container type that derives 

from the java.awt.Frame class, for the main frame. It performs 

similarly to the primary window's labels and buttons, and text 

fields are added to make a GUI. JFrame is in the javax.swing.* 

library and its constructor class function is used to build an 

object using the controller program:  
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JFrame frame=new JFrame("Omega Network 8x8 

(Supercomputing)....TCP Socket programing "); 

Figure 5 is an example that shows the main interface of the 

proposed system that has three buttons named MI 

Multiplication to design mesh topology of four nodes and 

implement matrix multiplication as an application, LT 

Convolution Operation to design linear topology of eight 

nodes, and implement convolution operation as an application, 

and HC Multiplication operation to design hypercube eight 

nodes and implement multiplication operation as an 

application. When clicking on each button new frame is 

displayed. This is implemented by using the following code 

for each button: 

nameButton.addActionListener(new ActionListener()); 

Anytime you click the button, the Java ActionListener 

receives a notification. It is informed of an ActionEvent with 

a warning. The ActionListener interface is part of the 

java.awt.event package. 

 

 
(a) 

 
(b) 

 

Figure 4. Flowchart of the proposed design for the controller 

program 

 

 
 

Figure 5. Flowchart of the proposed design for the controller 

program 
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The java.net package implemented two different types of 

abstraction for network-related programming classes. 

(1) Low-level APIs: sockets for bi-directional 

communication, network interfaces, network identifiers like IP 

addresses, etc. 

(2) Universal Resource Identifiers and Universal Resource 

Locators are two examples of high-level APIs. Connections. 

With the following code, the client Java program creates a 

communications socket: 

Socket s = new Socket (host, port); 

The host is a String that contains the server's IP address. The 

socket constructor throws an exception if it can't locate the 

host. Two streams can be connected to the socket once it has 

established a connection with the server for reading 

(InputStream) and writing (OutputStream) operations. In the 

proposed system, we created eight clients and named tc0-tc7. 

All of them started concurrency by using (client name.start) 

code and waiting for servers to start depending on the network 

type and application to be implemented. As an example: 

tc0.start 

The port number needed to build a server socket is given as 

follows (this may also throw an Exception): 

ServerSocket ss = new ServerSocket(port); 

Socket s = ss.accept(); 

The accept() method will remain around until the first client 

connects to the server. 

 

 

5. RESULTS AND DISCUSSION 

 

When clicking on the “HC Multiplication Operation 

“button, the following jpanal in Figure 6 is displayed which is 

used to create a hypercube topology with 8 nodes and 

implement matrix multiplication after inserting two matrices 

(A and B) It has one source that you can select any node that 

you want to connect to the network through insert any node ID 

from 0 to 7 (insert source node ID and destination nodes IDs 

where data to be sent to them). Initially, the source node has 

fed by the problem (matrix multiplication) that to be solved. 

The problem is then divided into parts and sent to the 

destination nodes (according to the sequence of nodes in the 

network topology) to be able to solve this problem in a parallel 

processing mode. The outcome is then returned to the 

controller class which sums the collected results and displays 

it on the main screen and console workspace of the java 

program. As an example, assuming multiplying two matrices 

of dimension 2*2, A and B. 

 

A= [1 2 3 4] (3) 

 

B= [5 6 7 8] (4) 

 

The multiplication operation A*B is performed after 

spreading this operation to the destination nodes in parallel 

processing. The final result is displayed in a text area in Figure 

6 and in Figure 7 which represents the console window of the 

java program. 

When selecting “Back to main form” button in Figure 6, the 

main window is displayed and can implement another network 

topology with a different sequence. Figure 8 is displayed when 

selecting “LT convolution operation” button in the main frame 

which creates a systolic array network topology, after entering 

the node sequence (IDs) that are required to connect the 

desired topology. For example, two matrixes H= [2.3, 4.5, 6, 

12.3] and X= [2, 4, 8.5, 11.3] can be controlled using four 

nodes. When selecting “compute convolution”, the results are 

as shown in the text area of Figure 8. 

 

 
 

Figure 6. Matrix multiplication A*B 

 

 
 

Figure 7. Results of multiplication on the console window 

 

 
 

Figure 8. Linear topology used to implement convolution 

operation 

 

Figure 9 is displayed when clicking on the “MT 

multiplication operation” button from the main frame which 

implements mesh topology with four nodes as an example. 

After selecting the sequence of nodes that formulate a mesh 

topology, data of the elements of matrixes (A and B) should 

be entered. Figure 10 shows the results of this type of 

multiplication on the console window of java. 
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Figure 9. Mesh topology with 4 nodes 

 

 
 

Figure 10. Results of multiplication on the console window 

of java 

 

 

6. CONCLUSIONS 

 

This work produced a complete system with all its 

algorithms for parallel processing operations using distributed 

system approach. The necessary interconnection architecture 

of the parallel nodes is formed on a distributed system through 

the implementation of parallel processing. The designed 

system was tested on eight nodes depending on the principle 

client/server and used to solve many computational problems 

based on various topologies. Parallel programs that need a 

large number of processors can make benefit from the 

distributed system by implementing the required topology of 

processors to execute the program. So, this paper introduces 

some of these topologies. It can be inferred that an actual 

system has been addressed to provide the capability of 

conducting large amounts of processing in parallel with the 

ability to select the type of network topology, depending on 

the type of application. As well as the ability to use processing 

power across the cloud domain based on distributed system 

concepts. This research paper provides an overview as well as 

a thorough implementation of a general interconnection 

network that is suitable to implement different network 

topologies such as linear systolic topology, mesh, and 

hypercube topologies, and uses those topologies in parallel 

processing. 
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