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Saudi Telecom Company (STC) is among the most popular companies in Saudi Arabia, 

with many customers. Yet, there is still a big room for improvement in users' 

satisfaction. Social media is the most robust platform to gauge users' satisfaction and 

determine their sentiments and critics. Twitter is among the most popular social media 

platform in this regard. STC customers prefer to use Twitter to write their feedback 

because it's a fast way to get responses due to the STC customer services account. One 

way to achieve customer demands and improve customer service is using the Sentiment 

Analysis tool. Sentiment Analysis on Twitter is highly used because of the significant 

number of tweets and the different opinions. Likewise, Deep learning is the best existing 

Sentiment Analysis method, and it has diverse models. Bidirectional Encoder 

Representations from Transformers (BERT) model is one of the deep learning models 

which have achieved excellent results in Sentiment Analysis for Natural Language 

Processing (NLP). NLP is mainly investigated in the English language. However, for 

Arabic, there is a significant gap to be filled. This study trained the proposed model 

using MARBERT and measured the performance using f1-score, precision, and recall 

metrics. We trained the model with an Arabic dataset of 24,513 tweets, including 1,437 

positive, 13,828 negative, 5,694 neutral, 1,221 sarcasm, and 2,297 indeterminate tweets. 

The main goal is to analyze the tweets and get the sentiment to improve STC customer 

service. The proposed scheme is promising in terms of accuracy in contrast to existing 

techniques in the literature. 
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1. INTRODUCTION

STC has been one of the largest and most well-known 

companies. It has an extensive domain and offers multiple 

essential services for individuals. Moreover, even the 

companies take advantage of the services STC offers, and it’s 

still expanding to this day. STC has a customer service account 

via Twitter to serve the users, solve the problems they face, 

and hear their customers generally. They want to use the 

customers’ comments to improve their services. But, due to 

the significant number of customers, the tweets increase in 

seconds, so it’s almost impossible to manually check the 

customers’ sentiment. Thus, we need a machine to simplify the 

Sentiment Analysis task. Sentiment Analysis is one of the big 

interests of studies nowadays. Companies highly use it to 

analyze users' reviews for improvement. One of the challenges 

of Sentiment Analysis is the language of the text. Arabic is one 

of the most challenging languages to learn, even for humans. 

The machine does not highly support it, so dealing with Arabic 

could be more complex than some other languages. Also, 

Arabic has so many different dialects even in the same country, 

so there are many words to learn. Deep learning has proven to 

work very well in the Sentiment Analysis field. One of the 

recent and powerful deep learning models is BERT. Google 

introduced BERT in 2018. It’s a transfer learning model, and 

it achieves state-of-the-art outcomes with Natural Language 

Processing (NLP) tasks. BERT has shown promising results in 

dealing with Sentiment Analysis tasks especially. The 

highlight of BERT is the usage of the bidirectional transformer. 

In addition, BERT uses Masked-Language Modeling (MLM) 

and Next Sentence Prediction (NSP) for better context 

learning. Another feature is the architecture of BERT is 

unified among distinct tasks [1]. This paper used MARBERT, 

a pre-trained model that focuses on the Arabic language 

processing [2]. 

This paper aims to analyze the sentiment of the STC 

costumer's tweets. We trained the model to classify the tweets 

into positive, negative, neutral, sarcasm, or indeterminate. 

Therefore, this information will help STC customer service 

improve and adjust the services based on customers' needs.  

Rest of the paper is organized as follows: The following 

section will discuss related works of BERT in Arabic. The 

literature review of the related approaches is presented in 

section 3. Then, the methodology used in this paper is in 

section 4—next, the result of our work is in section 5. Finally, 

in the last (section 6), we summarize the work done in this 

paper and conclude it. 
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2. RELATED WORK 

 

After releasing BERT, many research papers selected Bert 

for their Arabic sentiment analysis experiment, and the 

outcomes indicate that BERT has enormously enhanced the 

performance of models in sentiment analysis. Most studies are 

focused on binary classification, and there is some research on 

multiclass classification. In addition, there is research focused 

on sarcasm and sentiment detection in Arabic [3] they worked 

on seven BERT-Based models to determine the sentiment of a 

tweet or detect if a tweet is a sarcasm. They achieved the best 

result using the MARBERT model. With the difficulty of 

detecting sarcasm, fine-tuning BERT and a Sentence- BERT 

are used to detect sarcasm [4]. A. Wadhawan proposed a 

Sarcasm and Sentiment Detection strategy by applying the 

released ArSarcasm-v2 dataset and processing it into a better 

format for the models. Then train and test various Bert models 

with the resulting data to determine which model achieves the 

most acceptable result for the ArSarcasm-v2 dataset [5]. 

Arabic monolingual BERT models performed better than 

BERT multilingual models. Husain and Uzuner applied 

several Arabic offensive datasets in the AraBERT model. 

They found that combining data from multiple datasets lowers 

the model's performance compared to testing it on individual 

datasets [6]. Al-Twairesh [7] proposed a study on developing 

language models that explored different BERT models for 

Arabic and found that the ArabicBERT-Large model 

accomplished the best performance. Arabic dialect 

identification is a complicated problem. As a result, an 

experiment performed on ten million tweets pre-trained using 

the publicly released BERT model, then trained the same 

model on NADI labeled data considerable times with different 

hyperparameter tuning selected the four best functioning 

iterations [8]. Pre-Training BERT on Arabic Tweets is an 

Applicable Concern. For example, Abdelali et al. [9] proposed 

a pre-training BERT on Emotion, Offensive, NER, QADI, and 

AJGT datasets. A helpful result indicates a reduced return for 

adding more data. Furthermore, enhancing the performance 

using training data with both formal and informal language is 

more valuable than using informal only, even when testing on 

informal. Lastly, the training using BERT models requires 

considering different hyperparameter tuning until achieving 

the best performance. During the COVID-19 epidemic, a study 

investigated how accurate deep learning models may help 

comprehend society's behavior. The research suggested a 

multi-label emotion classifier with emojis replacement based 

on AraBERT and MARBERT. They also presented a DWLF 

technique to give the loss function more weight in minority 

class data [10]. The hybrid network outperforms other models 

for various word embeddings, and its accuracy is higher than 

other models. The proposed model (BiLSTM + GRU) was 

combined with the AraBERT model and attained the best 

accuracy [11]. In the study, the authors applied pre-trained 

BERT specifically for the Arabic language to replicate BERT's 

success with the English language. The results showed that the 

newly built AraBERT outperformed the competition on most 

Arabic NLP tasks. Furthermore, when comparing AraBERT's 

performance against Google's multilingual BERT, they 

discovered better comprehended it in a monolingual model 

than in an available language model trained on Wikipedia [12]. 

A novel rule-based classification approach for Wikipedia 

references was presented [13]. 

Similarly, in the study [14], authors employed an Arabic 

BERT model trained from scratch and made publicly available 

for usage. Arabic BERT was a collection of BERT language 

models of four models of varying sizes taught via masked 

language modeling. They used the same data to train models 

with large, base, medium, and minimum sizes for 4M stages, 

shown in Table 1. Similar studies have been proposed in [15-

17], where the authors investigated the effects of COVID-19 

over the mental health using Arabic Tweets analysis in 

particular. 

 

Table 1. Arabic BERT models 

 

 

Arabic 

BERT-

Medium  

Arabic 

BERT-

Base  

Arabic 

BERT-

Large  

Arabic 

BERT-

Mini  

Hidden 

layers 
8 12  24 4 

Attention 

heads 
8 12  16 4 

Hidden size 512 768  1024 256 

Parameters  42M 110M  340M 11M 

 

 

3. LITERATURE REVIEW 

 

This section contains a comprehensive review of literature 

in Arabic tweets analysis using various techniques. 

 

3.1 LSTM and CNN based approaches 

 

Deep learning has achieved significant progress in 

sentiment analysis but still requires improvements in the 

Arabic language's failed accuracy, which imposes multiple 

challenges due to its complicated structure and accents. As a 

result, this paper proposed deep learning modules that were 

not applied to Arabic data before. They used a collaborative 

model, merging Long Short-Term Memory (LSTM) and 

Convolutional Neural Network (CNN) models on the Arabic 

tweets. Combining CNN and LSTM in one model will forecast 

the sentiment of the tweets. The model counts on a pre-trained 

word vector representation, one of the most common new 

Natural Language Processing. It is necessary to state that word 

embedding affords an effective resolution for many NLP 

problems. This tool aims to make it possible to manipulate 

linguistic terms using machine learning algorithms. First, they 

used the LSTM model alone, and they recorded the best results 

shown in Figure 1 below. Then they used the CNN model 

alone, and they recorded the best results shown in Figure 2 

below. Finally, they established an ensemble model out of the 

best results of the CNN and the LSTM models [18].  

Hanafy et al. [19] designed their model to be applied to any 

type of tweet, regardless of their language or content. First, 

they used emojis and emoticons as the sentiment because they 

express the same meaning among users from different cultures. 

Then, in the data processing stage, they used operations that 

could be applied to all languages. For example, replacing a 

hashtag with the words it consists of without underscores. 

Then, they used random tweets that contained emojis or 

emoticons for testing. Each tweet has its score, calculated as 

the average of the emojis/emoticons scores. Finally, they 

implemented deep learning and classical algorithms to 

complement each other and improve accuracy. In another 

paper, Feizollah et al. [20] have applied sentiment analysis on 

tweets related to halal tourism and cosmetics. They limited 

their study to two languages, English, and Malay. In addition, 

they specified the period of the tweets to be for the last ten 
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years. They collected the tweets using the Twitter advanced 

search function, which works with the keywords, with the help 

of a python script. In the data pre-processing stage, duplicate 

tweets and re-tweets have been eliminated. Also, language 

detection has taken place. Later, to deal with algorithms, the 

tweets have been converted to numbers (Vectorization). Then, 

they've applied deep learning algorithms on sample tweets to 

test the performance of the algorithms and infer whether the 

users' opinions about halal products are positive or negative. 

Furthermore, they have combined CNN and LTSM algorithms 

to get higher accuracy results. Most social media platforms 

have a guideline that prevents some harmful content from 

being posted and keep the platform environment relatively 

clean, peaceful, safe, and reduces hate speech. Hate speech 

may contain a dangerous message that affects individuals or 

groups of people in real life or the virtual world. As the number 

of users on the internet increases, what is posted is also a 

massive amount of content each day, if not each second. So, 

stopping the unwanted posts is ultimately impossible. Still, 

policies and reports are some methods to minimize the amount 

of harmful content and reduce any effect that may reach 

society. In the paper that Jiang and Suzuki [21] have focused 

on the hate speech in the user's tweets, there is no easy way to 

detect and immediately determine whether a specific tweet 

contains a hate speech or not. Therefore, we need to analyze 

the tune of the tweet and the word selection to get a close 

assumption and draw a conclusion. The paper shows how the 

detection was better using deep learning than when it was done 

using machine learning, recurrent neural network (RNN), and 

datasets A and dataset B, with dataset A being smaller than 

dataset B by three times. The result shows that excellent 

performance is obtained when using small data, and in the case 

of using the deep learning method, good results with more 

large data. 

 

3.2 NLP and Machine Learning based approaches 

 

Latifah Al Muqren and Alexandra Cristea published a 

research paper to address the absence of enormous corpora for 

Arabic Natural Language Processing. The significant 

contributions of this paper are as follows. First, the project 

aims to provide a solution to one of the difficulties faced by 

the Arabic sentiment analysis community through the creation 

of the first Saudi GSC using Twitter data. It is the first GSC 

that is specifically designed for the telecom industry. The 

paper also evaluates the corpus demonstrating its quality and 

usefulness [22].  

This paper describes how they built, clean, enhanced, and 

annotated their 200000-word AraCust Gold Standard Corpus 

(GSC), AraCust Gold Standard Corpus (GSC), the world's first 

Telecom GSC for Arabic Sentiment Analysis (ASA) in 

Dialectal Arabic (DA). Classical Arabic (CA), which is used 

in the Quran; Modern Standard Arabic (MSA), which is 

common in newspapers and education; and Dialectical Arabic 

(DA), which is used informally in chat rooms and social media 

platforms. Different Arab countries have various dialectical 

Arabic forms [22]. Thus, there are issues such as a shortage of 

Dialectical Arabic (DA) datasets and lexicons, stringent 

processes for gaining permission to reuse aggregated data, 

most current corpora not permitting free entry, and Dialectical 

Arabic analysis requiring a native speaker. As a result, the 

researchers want these gaps to be filled by developing a Saudi 

corpus and lexicon that can be used for data mining in the 

telecom industry. The researchers constructed a tweet 

generator that generates tweets automatically (the tweet 

includes a link to the questionnaire) using Python for all 

20,000 individuals whose tweets we had previously compiled, 

but only 200 people participated. The tweet generator was 

built using Python code to generate tweets containing two 

elements: A link to the survey and mentions of participants' 

Twitter accounts [22]. A study focused on an experiment on 

two separate datasets extracted from Twitter, one with tweets 

in English only and the other with 23 different languages with 

85% accuracy. This experiment examines how Twitter data 

shows society's thoughts and ideas on the study argued on 

social media. By adopting the following methods, multiple 

machine learning and natural language processing-based 

algorithms classify the most suitable model in how much it 

improves the performance and implement a Python library for 

sentiment analysis of an Altimetric dataset. Furthermore, they 

use machine learning algorithms with two existing baseline 

tools SentiStrength and Sentiment140, to carefully distinguish 

if the tweet includes positive or negative terms extracted from 

the tweeted papers. Finally, they achieved higher accuracy by 

comparing NLP-based methods to ML-based techniques [23]. 

Natalia Loukachevitch and Yuliya Rubtsova published a 

paper summarizing the outcomes of the reputation-oriented 

Twitter challenge done as part of the SentiRuEval evaluation 

of Russian sentiment-analysis systems. The examination 

includes tweets from two domains: telecom providers and 

banks. The goal was to determine whether a tweet's author had 

a positive or negative opinion toward a corporation referenced 

in the message. For example, tweets on a firm's reputation may 

express an author's viewpoint or positive or alarming facts 

about the company. This testing involved a total of nine teams, 

with most participants employing various machine-learning 

techniques. The primary purpose is to examine the existing 

situation and issues with the participants' methods. For 

example, the paper cited problems such as frequent misprints 

in tweets written on mobile phones, like "recreation abea" 

instead of "recreation area." In addition, there is a lot of slang, 

word contractions, and abbreviations in tweets [24]. In this 

paper, the authors present a brief description of the task, data, 

guidelines for the study, and results acquired by participants 

and approaches and analyze the problems with current systems. 

According to the participants' results, the authors' best-

achieved performance in the reputation-oriented task for a 

particular domain relates to the difference between word 

probability distributions overtraining and test collections in 

this domain. Such disparities can occur in the reputation task 

because of recent spectacular events. Furthermore, at this time, 

integrating a general sentiment vocabulary and a general 

vocabulary of connotative words into machine-learning 

algorithms can significantly enhance results in the tweet 

reputation job. Also, they found that most participants could 

solve the available task of tweet classification; entity-oriented 

approaches did not yield better outcomes [24]. 

Twitter is considered as a valuable resource for sentiment 

analysis, as people use it to express their opinions of various 

topics. As Twitter is one of the most used social media in the 

Arab world, which can count as a platform that help with 

capturing the sentiments of the society especially on issues and 

social topics. This paper focus in unemployment in Saudi 

Arabia and the challenges the researcher may face when using 

sentiment analysis to capture the emotions and opinions in 

Arabic and offerings a method for organizing linguistic pre-

processing to address the complication of handling the 

microblog format of tweets, as well as problems rendering 
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non-standard Arabic dialects by the help of Naive Bayes (NB) 

and Support Vector Machine (SVM) algorithms. The Arabic 

language is known as a language that have a complex 

morphology, Roots of three, four, or five letters are used to 

create Arabic words. Prefixes, infixes, and suffixes are used to 

create words. Rooting and light stemming are two approaches 

for analyzing the morphology of Arabic words. Rooting is the 

process of removing prefixes, suffixes, and infixes from a 

word before converting it to its root form. On the other hand, 

light stemming just eliminates prefixes and suffixes [25].  

Using social media gives people the chance to express their 

feeling and opinion about a specific situation. Social media 

applications work on real-time data. In the pandemic of Covid-

19, people could share their opinions about the situation 

through these applications. This research will focus on hidden 

sentiments under people's reactions. Using Natural Language 

Processing and Machine Learning, we can analyze the data we 

collect from Twitter. Also, using Sentiment Analysis will help 

us to detect the text polarity and arrange it into three groups 

which are Positive, Negative, and Natural. This will help to get 

a general idea about people's feelings about the pandemic of 

Covid-19. Because human language is complex for computers 

to understand, Natural Language Processing is required. 

Sentiment analysis employs a variety of Natural Language 

Processing methodologies and algorithms [26].  

 
3.3 Machine Learning and lexicon-based approaches 

 
The paper proposed a 'HILATSA' system hybrid approach 

that combines machine learning and lexicon-based approaches. 

HILATSA contains three main parts. The first is an existing 

emotion lexicon, one built for the most popular phrases and 

one lexicon using several datasets to separate the words into 

positive, negative, and natural. The second is a trained and 

tested classifier. Finally, the semi-automatic learning part 

updates the system to recent language changes. For all the six 

used datasets, only the positive, negative, and neutral tweets 

are considered. They remove the mixed or the ones that cannot 

be identified. The suggested approach reached an accuracy of 

73.67% and 83.73% [27]. Al-Twairesh et al. [28] applied the 

Sentiment Analysis on Saudi tweets written in Arabic. They 

classified the tweets into positive, negative, neutral, mixed, 

and intermediate. The intermediate category is for tweets with 

no clear results to be excluded. 

In the pre-processing stage they removed tweets with media 

or URL, because most of them are spam. Also, they removed 

hashtag symbols, retweets, mentions, and tweets that include 

words from other languages. Furthermore, some Arabic letters 

normalized into one form. For example, the letter “ة” changed 

to “ه”. 

 

3.4 Deep Learning and Bert based models 

 
After releasing BERT, many research papers selected Bert 

for their Arabic sentiment analysis experiment, and the 

outcomes indicate that BERT has enormously enhanced the 

performance of models in sentiment analysis. Most studies are 

focused on binary classification, and there is some research on 

multiclass classification. In addition, there is research focused 

on sarcasm and sentiment detection in Arabic [29] they 

worked on seven BERT-Based models to determine the 

sentiment of a tweet or detect if a tweet is sarcasm. They 

achieved the best result using the MARBERT model. With the 

difficulty of detecting sarcasm, fine-tuning BERT and a 

Sentence- BERT are used to detect sarcasm [30]. Wadhawan 

proposed a Sarcasm and Sentiment Detection strategy by 

applying the released ArSarcasm-v2 dataset and processing it 

into a better format for the models. Then train and test various 

Bert models with the resulting data to determine which model 

achieves the most acceptable result for the ArSarcasm-v2 

dataset [31]. Arabic monolingual BERT models performed 

better than BERT multilingual models. Husain and Uzuner 

Applied several Arabic offensive datasets in the AraBERT 

model. They found that combining data from multiple datasets 

lowers the model's performance compared to testing it on 

individual datasets [32].  

Table 2 summarizes the reviewed literature in terms of 

language, dataset size and classes, approach used and the 

accuracy achieved by each technique. It is apparent that there 

is room for improvement especially in Arabic language case. 

 
Table 2. Summary of literature review 

 

Ref. 

Dataset 

Approach 
Result 

(Acc.) Lang. 
No. of 

tweets 

Classes/ 

Imbalance? 

[18] Arabic - Multi/ Yes 
Ensemble model LSTM and 

CNN  
64.46% 

[19] English 170,000 Multi/ Yes LSTM and CNN 86.07% 

[20] English and Malay 83,647 Binary/ Yes LSTM and CNN 93.78%. 

[21] English <10,000 Multi/ Yes 
LSTM and  

BiRNN 
- 

[22] Arabic 20,000 Binary/ Yes  ML + NLP 91% 

[23] 
English and 23 different 

languages 
6388 Multi/ Yes ML + NLP 85% 

[24] Russian - Multi/ Yes ML + NLP - 

[25] Arabic - Multi/ Yes ML + NLP - 

[26] English - Multi/ Yes ML + NLP - 

[27] Arabic 41,041 Multi/ both types 
ML and lexicon-based 

approaches 

73.67% and 

83.73% 

[28] Arabic 17,573 Multi/ Yes 
ML and lexicon-based 

approaches 
- 
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4. METHODOLOGY 

 

In this section, we first briefly describe the different data 

preprocessing steps and background about the model we used 

in the experiments.  

 

4.1 Preprocessing 

 

 To clean up a tweet, the Tweets Cleaning Function is used. 

This is mainly to remove all hash-tags, usernames, and URLs. 

As these are the extra tokens that do not incorporate in the 

proposed model as such. Also, it should remove extra spaces, 

extra symbols, and multiple characters treated as noise 

characters.  

Moreover, another function was used to eliminate all 

duplicate data. Such as while downloading the file, it happens 

same tweets are repeated etc. Finally, there was a process of 

transforming the letters that appeared in different forms into a 

single form. Since in the Arabic language, such letters may 

take several forms. Hence, for sake of uniformity and 

simplicity in the Arabic tweet text, this process was performed. 

For example, {ٓ إأا} was replaced with }ا{,ٓ}ئ{ with {ي}, and 

 .{و} with {ؤ}

 

4.2 Background 

 

Recent years have seen a massive explosion in the 

development of bidirectional transformer-based models, 

particularly for Arabic. They serve as powerful tools for 

transfer learning that help enhance the performance of natural 

language processing (NLP). MARBERT will be tested in our 

experiment as BERT-based models that help achieve state-of-

the-art results on various downstream NLP tasks. Abdul-

Mageed at el. [33] developed MARBERT, which is based on 

the BERT-based model, except that it does not use the next 

sentence prediction (NSP) objective because it was trained on 

short tweets.  

Also, MARBERT trained on both Dialectal (DA) and 

Modern Standard Arabic (MSA) tweets and has 15.6B tokens. 

The prediction is based on the input tokens fed to the encoders 

by considering the output label. We will train the MARBERT 

model in both datasets. Figure 1 shows the general structure of 

BERT based model while mathematical foundation can be 

found in reference [34]. 

 

 
 

Figure 1. General structure of BERT based model 

5. EXPERIMENT AND ANALYSIS  

 

5.1 Dataset 

 

The client privately provides the two datasets. The first one 

contains STC customer feedback collected from Twitter only 

and more than twenty-two thousand (22K) tweets labeled 

manually (Negative, Positive, Neutral, Sarcasm, and 

Indeterminate).  

The second one is the spam tweets dataset containing more 

than twenty-four (24K) tweets with some unwanted data 

labeled as (Yes, NO) to indicate whether it is spam or not. The 

labeling in pre-processed dataset was made on behalf of a 

carved word-net containing potentially the unwanted 

keywords and phrases.  

 

5.2 Experiment 

 

As shown in Figure 2, the proposed architecture is mainly 

based on the MARBERT model. Our experiment will focus on 

spam and sentiment detection in Arabic, we first trained the 

model with the spam tweets dataset, and. Then we trained the 

model with sentiment tweets dataset. Many earlier studies 

have concentrated on model performance on a balanced 

dataset.  

In practice, however, the distribution of samples from 

various classes is often unbalanced. For example, Twitter 

users may prefer to share negative emotions in sarcasm rather 

than in a normal way. As a result, some emotions arise more 

frequently than others, resulting in poor classification ability 

in terms of classifier’s tendency to result in the dominant class. 

Accordingly, in our experiment, we noticed that the model was 

not learning the (indeterminate and sarcasm) tweets 

adequately, so we decided to collect more and diverse type of 

data from Twitter.  

For example, the sarcasm was initially 200, and eventually 

it increased to 1,400. As a result, the performance improved 

the model training scores increased. Another way to get rid of 

the same issue is the use of some balancing technique like 

Balanced Bagging etc. Consequently, dataset becomes 

balanced and provides better and fair results. As demonstrated 

in the subsequent sections. 

 

 
 

Figure 2. Architecture based on MARBERT 

 

5.3 Oversampling and under-sampling 

 

Oversampling and under-sampling are standard strategies 

for dealing with unbalanced datasets. Although they are not 

the best solutions to balance the data, an oversampling method 

merely samples a part of it repeatedly. Even though the data 
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appears to be balanced, no new data is introduced, which 

increases the impact of noise on the model. Furthermore, 

because under-sampling might result in considerable data loss, 

it is not a possible option for a small dataset. So, we decide not 

to use this solution. 

 

5.4 Spam detection 

 

When we first trained the model with the spam tweets 

dataset, we could successfully obtain good results in Table 3. 

In addition, the table presents a review of recent works on 

spam detection models and proposed technique outperforms. 

 

Table 3. F1-score of spam tweets with review of recent 

studies 

 
Author Classifier  F1-score  Dataset  

Saab et al. 

[15] 

Yaseen [16] 

MARBERT 

SVM, NB, 

LMSVM, 

Decision tree, 

ANN  

Bert Based 

Bert Based 

0.93 

achieved 

by SVM 

0.96  

0.98  

Spam base 

contains 4597 

rows  

Spam base 

contains 11,297 

rows 

spam tweets 

dataset 

containing more 

than 24,000 rows  

 

5.5 Evaluation 

 

Precision, recall, F1-score, and support are commonly used 

as evaluation indices for sentiment analysis tasks, so we 

employed these metrics to assess our algorithms' performance 

in our experiment. The precision, recall, and F1-score of each 

emotion are calculated as shown in the following formulas, 

respectively [35-40]. 

 

2  Precision  Recall 
1

 Precision  Recall 

TP
Precision

TP FP

TP
Recall

TP FN

F score

=
+

=
+

 
− =

+

  (1) 

 

5.6 Fine tuning 

 

We consider different hyper-parameter tuning to achieve 

the most suitable performance [41-50]. Experiments with 

various batch sizes, learning rates, and epoch counts have been 

performed. We looked for the most useful fine-tuned settings 

for unbalanced and small datasets and the fine-tuned settings 

that gave the previous researchers the highest scores. The 

result in Table 4 and Table 5, respectively, shows that using a 

batch size of 96 produces better results than a batch size of 16 

or 14. In terms of the learning rate, a lower learning rate will 

cause training to converge gradually, but it will increase the 

model's performance. The 2e-5 learning rate produces more 

significant results than the other learning rates. The 265 

Maximum Sequence Length yields more significant results 

than the others. Furthermore, we chose 4 and 5 as epoch 

parameters. According to the experiment, the best parameters 

of MARBERT for our work are a train batch size of 96, an 

evaluation batch size of 32, a learning rate of 2e-5 (difference 

between predicted and actual value), and 5 epochs, 

respectively. 

 

Table 4. Fine-Tuning and F1-score 

 

Epsilon 

(Adam 

optimizer) 

Learning 

rate 

Max

Seq.

Len. 

Epoch 
Batch 

sizes 

F1- 

score 

1e-8 5e-5 125 2  16-8 0.62 

1e-8 1e-5 125 4  40-14 0.65 

2e-5 1.215e-05 125 4  32-16 0.69 

1e-8 2e-5 125 4  64-32 0.70 

1e-8 2e-5 128 4  64-32 0.73 

1e-8 2e-5 256 5  96-32 0.75 

 

Table 5. Detailed F1-score of each class 

 

Batch 

sizes 
-ive +ive Neutral Sarcasm Indeterminate 

16  0.80 0.85 0.79 0.33 0.50 

96  0.85 0.92 0.89 0.54 0.56 

 

 

6. CONCLUSIONS 

 

The study presents a BERT-based model for multilabel 

sentiment analysis in unbalanced Arabic data from Twitter. 

We used MARBERT model and experimented with different 

parameters. Considering the unbalanced dataset's 

characteristics, we collected more data from Twitter and 

evaluated various hyperparameter tuning options. According 

to the experiment, we found that the best parameters of 

MARBERT for our work are a train batch size of 96; an 

evaluation batch size of 32, a learning rate of 2e-5, and 5 

epochs is enough for our data. The parameters were obtained 

after several trials. Even though we use a public BERT pre-

trained model, the result is still considerable for unbalanced 

data. The experiment shows that MARBERT performs well in 

a multilabel Arabic sentiment analysis problem. In future, 

deep learning, fusion based, transfer learning and federated 

learning-based approaches can be used in contrast to the cloud 

computing paradigms [51-76]. 
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