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Cyber attacks are increasingly rampant and even damage the reputation of companies, 

agencies, and services. DDoS attacks have been overgrowing in the last year, which has 

resulted in substantial losses. Volumetric-based Distributed Denial of Service (DDoS) is 

a hazardous attack type because it can consume server resources, causing the server to be 

unable to serve customer requests. The network design consisting of hardware and 

software becomes the essential capital that is a determinant of the quality of a network in 

the long term. A firewall is one way to stop the occurrence of DDoS.  Forensics and 

mitigation in this study apply Packet Filtering Firewall and Circuit Level Gateway 

Firewall against ICMP-Flood DDoS attacks. The research methodology is a simulated 

experiment on cloud and edge computing networks. Forensics and mitigation in cloud 

computing are carried out at layer 3, the Internet Protocol layer TCP/IP model, by 

applying a Packet-Filtering Firewall with a success rate of 64%-69% traffic reduction. In 

contrast, the success of reducing server resource usage is 73.75%. At the same time, Edge 

computing is carried out at layer 4, namely the Transport Protocol layer TCP/IP model, 

by applying a Circuit-Level Gateway Firewall with a success rate of reducing traffic by 

55%-98.88%. In comparison, the success of lowering server resource usage is 96% and 

restoring traffic and paralyzed servers to normal position. 
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1. INTRODUCTION

Edge computing refers to processing, analyzing, and storing 

data closer to where it is generated to enable rapid, near-real-

time analysis and response. Some companies have 

consolidated operations in recent years by centralizing data 

storage and computing in the cloud. Cloud computing is being 

pushed to its limits by the needs of the services and 

applications it supports, from data storage and processing to 

system responsiveness. Cyber attacks are currently 

experiencing an exciting development with various targets and 

patterns [1-5]. DDoS is a malicious attack that blocks the 

traffic of a server service by flooding the target or the 

surrounding infrastructure [6-8]. Millennials are targets and 

attackers to disrupt and undermine reputation. Business 

competition is straightforward with DDoS attack tricks 

because all business processes use computer networks and the 

internet [9-12]. Delivery of DDoS in large quantities or often 

referred to as botnets will cause servers to freeze and last for 

days, causing companies, agencies, and business people to lose 

big [13-15]. Kaspersky Laboratories and International B2B 

stated the results of their research on DDoS caused enormous 

losses to the company's online resources by crippling the 

company's online services with an average loss of $52,000 to 

$444,000 [16]. Kaspersky DDoS Intelligence also mentioned 

that in the second quarter of the year compared to the first 

quarter of 2020, DDoS increased sharply by 30% almost every 

day. On April 9, 2020, Kaspersky DDoS Intelligence also 

mentioned that in the second quarter of the year compared to 

the first quarter of 2020, DDoS increased sharply by 30% 

almost daily. On April 9, 2020, the second quarter of a DDoS 

attack occurred with a volume of nearly 300 attacks, and in the 

first quarter of 2020, there were 242 attacks compared to 2018. 

Akamai NETSCOUT Arbor also confirmed a DDoS attack in 

March 2018 of 1.7 Tbps [17], this was also stated by Securelist 

mentioned that in the first quarter of 2020, there was an 80% 

increase in DDoS from the previous year. Kaspersky DDoS 

Intelligence provides information that in the eighth week of 

2022, February 21-27 22 the peak of DDoS attacks occurring 

on February 25, 2022 [18]. DDoS attacks from quarter to the 

next quarter saw a significant increase with a very 

extraordinary volume reaching Terabyte, launched 

continuously. The main motive for DDoS attacks is to drop 

server performance through network traffic so that it cannot 

serve customer requests [19-21]. In 2022 according to 

Kaspersky, DDoS intelligence DDoS has increased by 4.5 

times from the previous year, a very drastic increase; this is the 

highest DDoS attack of all time and lasts a long time. DDoS 

attacks were detected in 44.34%, with targets in the United 

States at 45.02% of all targets. 

The most significant DDoS attacks were on Sundays lasting 

less than 4 hours, with some 94.95% of attacks lasting 

approximately 23 days or 549 hours [18]. China is one of the 

deviant bots that attack the SSH honeypot as much as 20.41%, 

and Telnet attacks bots as much as 41.21% [22, 23]. Big 

companies that have become victims of DDoS are Github, 
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Amazon Web Service, Cloudflare and Bank of America [24]. 

Cyber security company Tech Radar Pro stated in 2021 that 

DDoS attacks continue to increase using 33 protocols to target 

both webservers and servers, especially with the attack that 

can be carried out efficiently and virtually; this attack can also 

be carried out by multiplying attacks to bring down the target 

network and server [25, 26]. According to Akmay, DDoS can 

attack with 800 Gbps powerful attacks targeting gambling in 

Europe with gradual attacks, and the first stage was carried out 

in August 2022 at 200 Gbps and ended in September 2020 at 

500 Gbps. In February 2021, it increased to 800 Gbps. 

According to anti-DDoS, Radware stated in August and 

September of 2020 that it would have to pay 10 bitcoins to stop 

a DDoS attack. 

Based on data on the increase in DDoS, the high risk, and a 

large amount of loss for individuals and organizations, it is 

necessary to research DDoS detection as the basis for 

developing a reliable and affordable security system. This 

security system can detect and prevent DDoS so that the server 

is reliable in facing the development of attacks in the cyber 

world, and losses can be minimized. DDoS attacks have been 

overgrowing in the last year. The trend is shorter attack 

duration with a much larger attack volume per second, 

resulting in huge losses. Network quality and server quality in 

such a way that customer satisfaction and the reputation of a 

business or non-business organization, community, or 

individual are very dependent on the resources that have been 

built by the organization or individual so that the network 

design consisting of hardware and software becomes the 

essential capital that as a determinant of the quality of a 

network in the long term. Conventional detection techniques 

for DDoS attacks require extensive and expensive 

computations, both hardware and software, but this research 

proposes an easy and inexpensive way to detect and stop 

Volumetric-based DDoS on ICMP-Flood, namely a network 

security system with firewall filtering tested at layer 3 and 

layer 4 on the cloud network and the edge network. This study 

aims to maintain the web server's performance from ICMP-

Flood DDoS attacks using a Firewall. Two variables used in 

this study consist of fixed and independent variables, fixed 

variables on DDoS, namely ICMP-Flood DDoS, and 

independent variables on packet filtering Firewalls on Cloud 

Environment Networks and Edge Environment Networks. 

Research results state that Circuit Level Gateway Firewall that 

works at layer 4 TCP/IP model maintains network quality by 

87.00%. In comparison, Packet Filtering Firewall works at 

layer 3 TCP/IP model and maintains network quality by 

70.25% in stopping DDoS-based volumetric on ICMP-Flood. 

 

 

2. MATERIALS AND METHODS OF RESEARCH 

 

2.1 Distributed Denial of Service (DDoS) 

 

A Denial of Service (DDoS) attack is a malicious distributed 

attack on an online network that becomes disabled for users, 

and this DDoS attack will burden and paralyze server services 

[27-30]. The distribution of DDoS in a global attack will 

infiltrate various devices, which are often referred to as botnets. 

A very dangerous DDoS attack works by flooding traffic 

through a network connection, indicating a slow service or 

service is lost or unavailable. DDoS in some investigations 

flooding the server indicates a single or range of DDoS, in 

some investigations flooding the server, indicates a single or 

range of Internet Protocol (IP) addresses, traffic flooding in 

device or web browser usage, and high demand as unexplained 

spikes in a single endpoint. In addition, there are abnormal 

patterns every 5 minutes or other abnormal clock patterns. The 

general description of DDoS is as follows in Figure 1. 

 

 
 

Figure 1. DDoS block diagrams 

 

2.2 System models 

 

This research uses Cloud Network and Edge Network 

Environment in running DDoS network forensics based on 

Volumetric ICMP-Flood. 

 

2.2.1 Cloud network environment 

Cloud Network Environment is a new technology that 

works with shared hosts, providing distributed access and 

virtualization [23]. On Cloud Network Environment, it works 

with VirtualBox and GNS3 software as a cloud network 

environment provider. This Cloud Network applies the use of 

a web server with the Ubuntu operating system, while the 

DDoS attacks based on Volumetric DDoS ICMP Flood use the 

KaliLinux operating system, which is at layer 3, which is 

realistic and valid. Cloud Network Environment implements 

DDoS ICMP-Flood using the KaliLinux operating system, 

while forensics and mitigation to prevent DDoS in this study 

apply the use of Packet Filtering Firewall with Fortigate 

operating system, which is implemented on layer 3 TC/IP 

model. The design of the Cloud Network Environment in this 

study is shown in Figure 2. 

Figure 2 describes the Cloud Network Environment Design 

chart on GNS3, providing information on the use of computer 

network hardware and software in DDoS attack forensics. The 

black band indicates the use of network cables. KaliLinux is 

an attacker who will attack the web server on the Ubuntu 

operating system. Cloud Network Environment configuration 

data for each device is shown in Table 1. 

 

 
 

Figure 2. Design cloud network environment 
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Table 1. Cloud network environment configuration 

 
Device Software Port IP address 

Web Server Win. Server Os Port 1 192.168.2.55/24 

Webterm 1 FireFox NIC 192.168.2.3/24 

Firewall Fortigate 6.4 
Port 1 192.168.56.106/24 

Port 2 192.168.2.1/24 

Switch 1 - NIC - 

Switch 2 - NIC - 

Webterm 2 FireFox NIC 192.168.56.110/24 

Attacker 
KaliLinux 2018 

ICMP- Flood 
NIC 192.168.56.99/24 

 

Table 1 shows that this research consists of 7 main devices 

consisting of one PC web server with Ubuntu, two PC web 

terms with Firefox software, two switches as network 

connectors, a PC Attacker with the Kali Linux operating 

system as an ICMP-Flood based on Volumetric. The network 

configuration has two networks, namely 192.168.2.0/24 and 

192.168.56.0/24. 

 

2.2.2 Edge network environment 

Edge Network Environment is a technology on computer 

networks that implements hardware and software that resides 

on the device or the endpoint of the device. All devices can 

communicate between one device and another device face-to-

face. Edge Network Environment is a technology that works 

on shared hosts to provide distributed access in real time. In 

the Edge Network Environment using a Web Server with the 

Windows Server 2019 operating system, the attacker 

implements the ping of death software as a volumetric-based 

ICMP-Flood DDoS. Meanwhile, network forensics uses 

Wireshark and, as DDoS prevention, implements Circuit-

Level Gateway Firewall on Mikrotik Router hardware. The 

design of the Edge Network Environment in this study is 

shown in Figure 3. 

Figure 3 describes Edge Network Environment Design 

chart providing information on the use of computer network 

hardware and software in DDoS attack forensics. The black 

line shows the use of a network UTP cable with a different 

network, the attacker's PC will attack using Windows 10 with 

Ping of Death. At the Edge Network, Environment 

configuration data for each device is shown in Table 2. 

Table 2 shows At the Edge Network Environment 

Configuration in this study consisting of 8 main devices 

consisting of one web server with the Windows Server 2019 

operating system; one Mikrotik RB951Ui-2HnD RouterBoard 

as a forensic and firewall tool; Three PCs with Windows 10 

operating system as a traffic comparison; two switches as 

network connectors; one Attacker with Windows 10 operating 

system with Ping of Death application as Volumetric-based 

ICMP Flood. The network configuration has two networks, 

namely 192.168.200.0/ 24 and 192.168.100.0/24. 

 

 
 

Figure 3. Design edge network environment 

Table 2. Edge network environment configuration 

 
Device Software Port IP address 

PC01 Windows 10 NIC 
192.168.200.3

0/ 24 

Web Server 
Windows 

Server 2019 
NIC 

192.168.200.1

0/ 24 

RouterBoard Mikrotik 

RB951Ui-2HnD 
Firewall 

Eth1 
192.168.200.1

/ 24 

Eth2 
192.168.100.1

/ 24 

PC01 Windows 10 NIC 
192.168.100.3

1/ 24 

PC02 Windows 10 NIC 
192.168.100.3

2/ 24 

Attacker 

Windows 10 

ICMP-

Flood 

NIC 
192.168.100.3

0/ 24 

Switch 1 - NIC - 

Switch 2 - NIC - 

 

2.3 Proposed approach 

 

This study aims to experiment with the Cloud and Edge 

Network Environment in the case of DDoS attacks on 

computer networks. 

 

2.3.1 Research subject 

The research subjects used were the Cloud network and the 

Edge Network Environment with KaliLinux as a DDoS 

Attacker and Ubuntu on the target server. The strength of 

cloud computing is that it is easy to manage and free to choose 

the device; if one device is not compatible, it can be replaced 

with another device. In cloud computing, apply a packet 

filtering firewall at layer 3 with Fortigate software to stop 

DDoS attacks that interfere with network traffic by dropping 

servers. 

 

2.3.2 Stages of experimental research 

This experimental type of research consists of three first 

stages, namely the scanning phase by simulating an attack on 

the target server by disrupting traffic using ICMP-Flood 

volumetric-based DDoS. The second stage of the preventive 

phase includes the forensic process on the network, namely 

looking for suspected IPs and illegal IPs, analyzing the number 

of packets and the number of bytes, and analyzing traffic 

anomalies. The third or final stage is mitigation, as the process 

of implementing packet filtering firewalls to stop and prevent 

ICMP-Flood volumetric-based DDoS properly. The 

experimental flow in this study is shown in Figure 4. 

Figure 4 providing information on the stages of 

experimental research work on forensics and network 

mitigation DDoS has seven steps that do not interfere with the 

occurrence of connections or network traffic and devices. The 

first stage is to search and find traffic that has the potential to 

disrupt network traffic going to the server. The second stage is 

a static analysis that detects the characteristics of an illegal 

attack as a suspected DDoS. The third stage is the dynamic 

analysis which detects the characteristics of illegal attacks on 

cloud and edge computing networks. The fourth stage analyzes 

illegal attacks through behaviour patterns of log activities on 

network traffic according to the criteria in the Access Control 

List. The fifth stage decides whether the attack is an ICMP-

Flood DDoS or not. The sixth stage prevents ICMP-Flood 

DDoS attacks by implementing a Firewall. The seventh stage 

is to obtain the percentage of Firewall test results at layers 3 
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and 4 as forensics and mitigation in cloud networks and edge 

computing networks. 

 

 
 

Figure 4. Flow of experimental research stages 

 

 

3. RESEARCH RESULTS AND ANALYSIS 

 

The following are the results of DDoS forensic research 

using packet filtering firewalls in the cloud and the edge 

network environment that allow ICMP-Flood prevention or 

risks to traffic and target servers on the network. 

 

3.1 Potential traffic 

 

Forensic preparation and mitigation in the test environment 

are carried out with volumetric-based DDoS attacks on web 

servers that implement ICMP-Flood Ping of Death on cloud 

and edge computing networks. The tools used in cloud 

computing network environment forensics and mitigation are 

shown in Table 3, while the edge network environment 

forensics and mitigation tools are shown in Table 4 as follows. 

 

Table 3. Tool cloud computing network 

 
No Tool Version Function 

1. KaliLinux 
Kali2018 

Linux 2.6/3.x/4.x(64-bit) 

DDoS ICMP-

Flood 

2. 
Web 

Server 

Turnkeylinux/Word 

press:latest 
Web Server 

3. WebTerm Webterm 
Network Test 

Host 

4. Fortigate 6.4.0.0 
Forensic and 

mitigation 

5. Fortigate 6.4.0.0 
Packet Filtering 

Firewall 

 

Table 3 describes forensic tools in the cloud network 

environment as support for volumetric-based DDoS mitigation 

on the ICMP protocol, namely KaliLinux as a DDoS tool, 

Fortigate to capture traffic logs, and Packet Filtering Firewall. 

 

Table 4. Tool edge network environment 

 
No Tool Version Function 

1. 
Ping of 

Death 
- 

DDoS ICMP-

Flood 

2. Wireshark 
Version 3.4.8 (v3.4.8-0-

g3e1ffae201b8) 
Traffic Capture 

3. Mikrotik 951ui-2Hnd 
Forensic and 

mitigation 

4. Mikrotik 951ui-2Hnd 

Circuit-Level 

Gateway 

Firewall 

 

Table 4 describes forensic tools on the Edge Network 

Environment as support for volumetric-based DDoS 

mitigation on the ICMP protocol, namely Ping of Death as a 

DDoS tool, Wireshark for capturing traffic logs, and Mikrotik 

as Circuit-Level Gateway Firewall. 

 

3.2 Analyze ICMP-Flood DDoS attack virtual interface on 

cloud network environment 

 

Analysis of the ICMP-Flood DDoS attack interface on the 

cloud Network Environment includes server development, 

client development, attack process, and mitigation. Some of 

these jobs will appear to run smoothly through the testing 

stages, namely testing connectivity from web term to server 

during normal conditions, testing during DDoS attacks to 

target servers, and implementing a Packet Filtering Firewall. 

The analysis of the test results is as follows: 

 

3.2.1 Analysis of testing readiness results from KaliLinux 

attacker to server on cloud network environment 

The results of the static analysis to determine the ICMP-

Flood DDoS characteristics in the Cloud Network 

Environment and apply the ping of Death tool running on the 

KaliLinux operating system has a one-time limit value in 

sending and receiving data packets from the connectivity from 

the KaliLinux Attacker to the target Ubuntu web server as 

shown in Table 5. 

 

Table 5. Testing readiness from Kalilinux attacker to server 

on cloud network environment 

 
No. Property Status 

1 Link encap Local Loopback 

2 Inet addr 127.0.0.1/24 

3 Up loopback running MTU 65536 

4 Metric 1 

5 Rx packet error 0 

6 Rx dropped 0 

7 Over runs 0 

8 Frame 0 

9 Tx packet error 0 

10 Tx dropped 0 

11 Over runs 0 

12 Carrier 0 

13 Collision 0 

 

Table 5 describes virtual network communication on its 

computer on the loopback device given by the IP address 

127.0.0.1/24 with mask 255.255.255.0, which is mapped from 

localhost with a network adapter with the name Lo. This server 

resource is running on its computer and running automatically, 

which will be used for troubleshooting and early diagnostics. 
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Table 6. DDoS attacker network connectivity test results before an attack is carried out on the target server 
 

No Second to- IP address source IP address target icmp_seq ttl Time (ms) 

1 1 192.168.56.99 192.168.2.55 1 63 9.16 

2 2 192.168.56.99 192.168.2.55 2 63 7.15 

3 3 192.168.56.99 192.168.2.55 3 63 14.3 

4 4 192.168.56.99 192.168.2.55 4 63 5.34 

5 5 192.168.56.99 192.168.2.55 5 63 6.95 

6 6 192.168.56.99 192.168.2.55 6 63 3.76 

7 7 192.168.56.99 192.168.2.55 7 63 6.12 

8 8 192.168.56.99 192.168.2.55 8 63 5.84 

9 9 192.168.56.99 192.168.2.55 9 63 5.57 

10 10 192.168.56.99 192.168.2.55 10 63 4.72 

 

Table 7. Connectivity test results during an attack from an ICMP-Flood DDoS attacker to a server in the network environment 

cloud C 
 

No Second to- IP address source IP address target icmp_seq ttl Time (ms) 

1 1 192.168.56.99 192.168.43.2 487 255 75.213 

2 2 192.168.56.99 192.168.43.2 488 255 147.792 

3 3 192.168.56.99 192.168.43.2 489 255 92.125 

4 4 192.168.56.99 192.168.43.2 490 255 52.506 

5 5 192.168.56.99 192.168.43.2 491 255 106.960 

6 6 192.168.56.99 192.168.43.2 492 255 94.054 

7 7 192.168.56.99 192.168.43.2 493 255 58.340 

8 8 192.168.56.99 192.168.43.2 494 255 82.966 

9 9 192.168.56.99 192.168.43.2 495 255 82.236 

10 10 192.168.56.99 192.168.43.2 496 255 98.630 

 

3.2.2 Analysis of connectivity test results before the attack 

from the ICMP-Flood DDoS attacker on the server in the cloud 

network environment 

Analysis of network connectivity testing before an attack 

from a DDoS Attacker with IP number 192.168.56.99 to the 

target server with IP 192.168.43.2 in 10 times sending and 

receiving data on the ICMP protocol has the results as shown 

in Table 6. 

Table 6 describes the IP address of the web server, namely 

192.168.2.55, ICMP_seq=1 with an increment of 1, which 

means that the packet number sent sequentially from 1 to 10 

indicates that the packet was sent and responded to 

appropriately and no packets were lost. This ICMP will 

provide information and report network errors if the 

destination can be connected or cannot be connected or 

reachable, besides the ICMP also reports errors and other 

information based on the Processing of IP packets back to the 

source. TTL=63 is a packet that is not lost and goes through 

the same device and path because every ping has the same TTL. 

The round-trip information for sending fast packets is 

indicated by the time less than 1 second from each client 

before a DDoS attack occurs. Analysis of Connectivity Test 

Results Before the attack from the ICMP-Flood DDoS 

Attacker on the server in the Cloud Network Environment. 
 

3.2.3 Analysis of connectivity test results during an attack 

from an ICMP-Flood DDoS attacker to a server in the cloud 

network environment 

Before the attack, analysis of network connectivity testing 

from a DDoS Attacker with IP number 192.168.56 99 to the 

target server with IP 192.168.2.55 in 10 times sending and 

receiving data on the ICMP protocol has the results as shown 

in Table 7. 

Table 7 describes the IP address of the target web server 

192.168.2.55, icmp_seq=1 from numbers 487 to 496, which 

states the serial number of packets sent sequentially with 

packets sent and responded to correctly and no packages lost, 

TTL=255 is a packet not lost and through the same device and 

the same path because from every ping has the same TTL. 

Time shows round-trip information for fast packet delivery; 

this is indicated by a time that is more than 15 minutes on each 

sequence; this shows the connectivity of each client when a 

DDoS attack occurs is very long and the path is congested, and 

the server cannot serve the client slows in responding so 

Request Time Out (RTO). 

 

3.2.4 Resources performance analysis before the attack from 

the ICMP-Flood DDoS attacker to the server in the cloud 

network environment 

Resources performance before the attack from the ICMP-

Flood DDoS Attacker to the server in the Cloud Network 

Environment, resources usage anomaly occurred as shown in 

the picture on July 20, 2022, at 07.39 to 07.50 AM. The figure 

of resource usage performance before the ICMP-Flood DDoS 

is established as shown in Figure 5. 

Figure 5 shows the occurrence of CPU usage anomalies 

starting at 07.39 to 07.40 PM by 4%, at 07.45 to 07.46 PM by 

24%, from 07.48 to 07.49 PM by 36%, and from 07.49 to 07.50 

PM by 4%. This shows that the CPU usage anomaly is not 

more than 50% and the server is running well and normally, 

and the server can be reached from the client properly. 

 

 
 

Figure 5. Resources performance analysis before the attack 

in the cloud network environment 
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Figure 6. Resources performance analysis during attack in 

the cloud network environment 

 

3.2.5 Analysis of resource performance during an attack from 

an ICMP-Flood DDoS attacker to a server in the cloud 

network environment 

Resource performance during an attack from an ICMP-

flood DDoS Attacker to a server in the Cloud Network 

Environment, an anomaly in resource usage occurs, as shown 

in the figure on July 21, 2022, from 01.37 to 01.54 AM. The 

formation of the performance of resource usage after the 

ICMP-flood DDoS is shown in Figure 6. 

 

3.2.6 Analysis of packet filtering firewall in forensics and 

mitigation of ICMP-Flood DDoS attacker to the server in 

cloud network environment 

Packet Filtering Firewall limits the IP to the server through 

layer 3 by embedding the Fortigate Firewall Policy with the 

configuration shown in Table 8. 

 

Table 8. Analysis of packet filtering firewall 

 
No. Policy Status 

1. Name Block PC1 to Web server 

2. Incoming Interface LAN (Port2) 

3. Outgoing Interface Port1 

4. Source PC1 

5. Destination Web server 

6. Schedule always 

7. Service PING 

8. Action ACCEPT 

 

Based on the configuration in Table 8. shows the name of 

the Packet Filtering Firewall setting is Block PC1 to Web 

Server with PC1 as ICMP-Flood DDoS Attacker, Incoming 

LAN interface on port2, outgoing interface using port1, PC1 

source and destination is a web server. Scheduling is always 

done with the service connected to PING correctly, and Action: 

ACCEPT to Block PC1 to Web Server. The analysis of 

connectivity testing when the Firewall is applied with the 

attack path from IP address 192.168.56.99 to the target server 

with IP 192.168.2.55 in 10 times sending and receiving data 

on the ICMP protocol has the results as shown in Table 9. 

Table 9 specifies the IP address of the target web server 

192.168.2.55, icmp_seq=1 from numbers 1 to 10, which states 

the serial number of packets sent sequentially with packets 

being sent and responded to correctly and no packages lost. 

This ICMP will provide information and report network errors 

if the destination can be connected or cannot be connected or 

reachable. The ICMP reports errors and other information 

based on processing IP packets back to the source. TTL=63 is 

a packet that is not lost and goes through the same device and 

path because every ping has the same TTL. Round-trip 

information for fast package delivery is shown in less than 1 

second. This indicates that after the implementation of the 

Packet Filtering and Firewall connectivity is back to running 

as before the DDoS attack occurred. The results of testing the 

success of the Packet Filtering Firewall can be seen in the 

performance of server resources, shown in Figure 7. 

 

 
 

Figure 7. The results of testing the success of packet filtering 

firewall 

 

Figure 7 shows sampling of occurrences after configuring 

packet filtering Firewall on Fortigate resource usage anomaly 

on July 21, 2022, at 8:37 to 8:43 in the first minute of resource 

usage by 5%, first minute 16%, third minute 4%, and last 

minute by 2%. This shows that the anomaly of using all 

resources is very light, and the server performance is smooth. 

The traffic runs smoothly, so installing a packet filtering 

Firewall at layer 4 has succeeded in stopping the occurrence 

of ICMP-Flood DDoS. 

 

3.2.7 Interface readiness analysis before an ICMP-Flood 

DDoS attack occurs on the edge network environment 

Analysis of network connectivity testing before an attack 

from a DDoS Attacker with an IP address of 192.168.0.1 to a 

target server with an IP address of 192.168.0.200 in 10 times 

sending and receiving data on the ICMP protocol has the 

results as shown in Table 10. 

Table 10 describes the IP address of the target web server, 

which is 192.168.0.200, with the Attacker's IP address 

192.168.0.1; Reply shows the answer from the host giving a 

reply. TTL is the time duration in seconds to record data 

packets in the network, which is 128 ms. Time is the response 

time required from the host below 100ms, which is under 1 ms, 

and the network looks very smooth and sound, while the 

number of data packets sent through the Windows Operating 

System is 32 bytes. This indicates that the amount of data 

transmitted is average. 

 

3.2.8 Interface analysis during ICMP-Flood DDoS attacks on 

the edge network environment 

Before the attack, analysis of network connectivity testing 

from a DDoS Attacker with an IP address of 192.168.0.1 to a 

target server with an IP address of 192.168.0.200 in 10 times 

sending and receiving data on the ICMP protocol has the 

results as shown in Table 11. 

Table 11 explains the IP address of the target web server, 

which is 192.168.0.200 with the attacker's IP address 

192.168.0.1; Reply shows the answer from the host giving a 

reply, while Request time out (RTO) is that the sending host 

has not received a response from the server because the traffic 

is hefty. Destination unreachable indicates that the server is 

truly unavailable. TTL is the time in seconds to record data 

packets in the network, 128 ms, until the request time out 
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cannot be detected. Time is the response time required from 

the host below 100ms, which is taken from 16 ms to 1054 ms, 

and it looks like the smooth network is down, while the 

number of data packets sent through the Windows Operating 

System is 65500 bytes. This shows that the traffic and data 

packets sent are very dense and the server is down. 

 

3.2.9 Analysis of server resource performance before an 

ICMP-Flood DDoS attack occurs in the edge network 

environment 

Server resources performance before the attack from the 

ICMP-Flood DDoS Attacker to the server on the Edge 

Network Environment, Resource usage anomaly occurred as 

shown in Figure 8.  

Figure 8 shows resource usage before the DDos Attack with 

62% usage performance, maximum speed = 2.00 GHz, L1 

cache = 128 KB, L2 cache = 512 KB, and L3 cache = 6 MB. 

With the number of sockets = 1 with cores = 2 and logical 

processors = 2. This shows that CPU performance decreased 

by 100% in serving clients with only 10 attacks, so the server 

went down, which was seen in network connectivity when an 

attack occurred. 

 

 
 

Figure 8. The figure of resource performance before the 

attack from the ICMP-Flood DDoS attacker to the server on 

the edge network environment 

 

3.2.10 Analysis of circuit-level gateway firewall in forensics 

and mitigation of ICMP-Flood DDoS attacker to the server in 

edge network environment 

Circuit-Level Gateway Firewall restricts IP that goes to the 

server through layer 4 by embedding Filter Rule Firewall 

Policy on the router with the configuration as shown in Table 

12. 

 

Table 9. Circuit-level gateway firewall connectivity test results 

 
No Second to- IP address source IP address target icmp_seq ttl Time (ms) 

1 1 192.168.56.99 192.168.2.55 1 63 16.6 

2 2 192.168.56.99 192.168.2.55 2 63 5.16 

3 3 192.168.56.99 192.168.2.55 3 63 7.88 

4 4 192.168.56.99 192.168.2.55 4 63 6.22 

5 5 192.168.56.99 192.168.2.55 5 63 5.50 

6 6 192.168.56.99 192.168.2.55 6 63 6.28 

7 7 192.168.56.99 192.168.2.55 7 63 6.45 

8 8 192.168.56.99 192.168.2.55 8 63 8.75 

9 9 192.168.56.99 192.168.2.55 9 63 7.24 

10 10 192.168.56.99 192.168.2.55 10 63 5.96 

 

Table 10. Test results of DDoS attacker network connectivity before attacking the target server 

 

No Second to-  IP address source IP address target icmp_seq ttl Time (ms) 

1 1 192.168.0.1 192.168.0.200 Reply 128 32 

2 2 192.168.0.1 192.168.0.200 Reply 128 32 

3 3 192.168.0.1 192.168.0.200 Reply 128 32 

4 4 192.168.0.1 192.168.0.200 Reply 128 32 

5 5 192.168.0.1 192.168.0.200 Reply 128 32 

6 6 192.168.0.1 192.168.0.200 Reply 128 32 

7 7 192.168.0.1 192.168.0.200 Reply 128 32 

8 8 192.168.0.1 192.168.0.200 Reply 128 32 

9 9 192.168.0.1 192.168.0.200 Reply 128 32 

10 10 192.168.0.1 192.168.0.200 Reply 128 32 

 

Table 11. Analysis during ICMP-Flood DDoS attacks on edge network environment 
 

Sec to IP address source IP addres target Status TTL Byte Time (ms) 

1 192.168.0.1 192.168.0.200 Reply 128 65500 16 

2 192.168.0.1 192.168.0.200 Reply 128 65500 148 

3 192.168.0.1 192.168.0.200 Reply 128 65500 1291 

4 192.168.0.1 192.168.0.200 Reply 128 65500 1291 

5 192.168.0.1 192.168.0.200 Reply 128 65500 1296 

6 192.168.0.1 192.168.0.200 Reply 128 65500 1305 

7 192.168.0.1 192.168.0.200 Reply 128 65500 1054 

8 192.168.0.1 192.168.0.200 RTO - - - 

9 192.168.0.1 192.168.0.200 RTO - - - 

10 192.168.0.1 192.168.0.200 
Desti-nation 

Un-reacheable 
- - - 
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Table 12. Analysis of circuit-level gateway firewall ICMP-

Flood DDoS attacks on edge network environment 

 
No. Policy Status 

1. Name Block ping Router 

2. Src. Address 192.168.100.2 

3. Dst. Address 192.168.100.1 

4. Protocol ICMP 

5. Chain Input 

6. Action DROP 

 

Based on the configuration in Table 12 shows the name of 

the Block ping Router setting is Block 192.168.100.2 as an 

ICMP-Flood DDoS Attacker that goes to the server with IP 

192.168.100.1, INPUT Chain, the protocol used is ICMP, 

Scheduling is always done when the IP connects then Action: 

DROP so that it can't communicate or can't attack the target 

server. The results after forensics and mitigation with the 

Packet Filtering Firewall are shown in Table 13. 

Table 13 describes the IP address of the target web server 

as 192.168.43.2, while the Attacker's IP Address is 

192.168.56.99. Icmp_Seq=1 from numbers 14 to 23, which 

states the serial number of the packets sent sequentially with 

the packets being sent and responded to properly and no 

packets lost. This ICMP will provide information and report 

network errors if the destination can be connected or cannot be 

connected or reachable. Besides that, ICMP also reports errors 

and other information based on processing IP packets back to 

the source. TTL=63 is a packet that is not lost and goes through 

the same device and path because every ping has the same TTL. 

Time is the response time required from the host below 100 

ms, which is between 7.21 ms to 48.4 ms, meaning smooth. 

This shows that after the implementation of the Packet 

Filtering Firewall, connectivity will resume as before the 

DDoS attack. 

Figure 9 shows resource usage after Circuit-Level Gateway 

Firewall with 94% usage performance, maximum speed = 2.00 

GHz, L1 cache = 128 KB, L2 cache = 512 KB, and L3 cache 

= 6 MB. With the number of sockets = 1 with cores = 2 and 

logical processors = 2. This shows resources performance 

generally by 91% in serving clients, so the server was seen in 

network connectivity. 

 

Table 13. The results after doing forensics and mitigation with circuit-level gateway firewall 

 
No Second to- IP Address Source IP Address Target icmp_seq ttl Time (ms) 

1 1 192.168.56.99 192.168.43.2 14 63 14.6 

2 2 192.168.56.99 192.168.43.2 15 63 30.2 

3 3 192.168.56.99 192.168.43.2 16 63 11.4 

4 4 192.168.56.99 192.168.43.2 17 63 15.9 

5 5 192.168.56.99 192.168.43.2 18 63 22.0 

6 6 192.168.56.99 192.168.43.2 19 63 33.1 

7 7 192.168.56.99 192.168.43.2 20 63 17.21 

8 8 192.168.56.99 192.168.43.2 21 63 48.4 

9 9 192.168.56.99 192.168.43.2 22 63 13.4 

10 10 192.168.56.99 192.168.43.2 23 63 7.21 

 

 
 

Figure 9. Resource performance after circuit-level gateway 

firewall on the edge network environment 

 

 

4. DISCUSSION 

 

Forensics and Distributed Denial of Service mitigation on 

cloud computing networks and Edge Networks have their 

differences and advantages. On Cloud Networking, DDoS 

quickly disrupts server services, while on Edge Networks, 

DDoS takes time and many attacks to stop server services; this 

can be seen in Figure 10. 

Figure 10 describes the comparison of regular traffic with 

the occurrence of ICMP-Flood DDoS. The figure shows the 

time required (ms) for each ICMP sequence when regular 

traffic is 3.76 ms, and the highest is 14.3 ms, while the lowest 

ICMP-Flood DDoS is 52.506 ms and the highest is 147, 792 

ms. This shows an increase in traffic at the lowest point of 73% 

while at the highest end of 64%, which causes the server to 

experience down so that it cannot serve clients. 

Figure 11 describes the traffic comparison during DDoS 

before and after the Firewall was installed. Figure 11 shows 

the time required (ms) for each ICMP sequence when regular 

traffic is lowest at 52,506 ms, and the highest is 147,792 ms, 

while after the Packet Filtering Firewall is configured, the time 

required for packet delivery and waiting for a reply from the 

client is the lowest 5.16 ms and highest 16.6 ms. This shows a 

decrease in traffic at the lowest point of 64% while at the 

highest end of 69%, which gives the effect of traffic success to 

return to normal with an average time of each sequence below 

1 ms. The comparison of resource usage during regular traffic 

with ICMP-Flood DDoS is shown in Figure 12. 

 

 
 

Figure 10. Comparison before and after DDoS attacks on 

cloud computing network 

584



 

 
 

Figure 11. Comparison of traffic during DDoS before and 

after installing firewall 

 

Figure 12 shows comparison of server resource usage 

during regular traffic with ICMP-Flood DDoS; normal traffic 

sampling recorded 4%, 24%, 36%, and 4% with an average of 

17.00%. Traffic during DDoS was recorded at 36%, 87%, 99%, 

and 100%, with an average of 80.50%. This shows an average 

traffic increase of 63.50%, which causes the server to crash in 

Cloud Computing. The comparison of resource usage during 

ICMP-Flood DDoS with Packet Filtering Firewall is shown in 

Figure 13. 

 

 
 

Figure 12. Comparison of resource usage during normal 

traffic with ICMP-Flood DDoS in cloud computing 

 

 
 

Figure 13. The comparison of resource usage during ICMP-

Flood DDoS with packet filtering firewall 

Figure 13 shows comparison of server resource usage 

during regular traffic with ICMP-Flood DDoS; normal traffic 

sampling recorded 36%, 87%, 99%, and 100% with an average 

of 80.50%. When Packet Filtering Firewall was installed, 

traffic was recorded at 5%, 16%, 4%, and 2%, with an average 

of 6.75%. This indicates a decrease in average traffic of 

73.75%, which causes the server to return to normal in Cloud 

Computing. Furthermore, Forensics and mitigation of 

Distributed Denial of Service Edge computing networks under 

normal conditions and conditions during attacks are shown in 

Figure 14.  

 

 
 

Figure 14. Comparison before and after DDoS attacks on 

edge computing network 
 

 
 

Figure 15. Comparison of ICMP-Flood with circuit-level 

gateway firewall traffic 
 

Figure 14 describes the comparison of regular traffic with 

the occurrence of ICMP-Flood DDoS on an Edge Computing 

Network. The picture shows the time required (ms) for each 

ICMP sequence during normal traffic; the lowest is 2 ms, and 

the highest is 19 ms, while the lowest ICMP-Flood DDoS is 

16 ms and the highest is 1305 ms until it cannot reach the 

server. This shows an increase in traffic at the lowest of 87%, 

while the highest point is 99.80% until saturation so that the 

server is no longer reachable or the Destination is unreachable; 

at this layer 4 for forensics and mitigation of Distribution 

Denial of Service applying Circuit-Level Gateway Firewall 

with test results as in Figure 15. 

Figure 15 describes the comparison of traffic during DDoS 

before and after installing a Circuit-Level Gateway Firewall. 

Figure 15 shows the time required (ms) for each ICMP 

sequence when DDoS traffic occurs, the lowest is 16 ms, and 
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the highest is 1305 to saturation, while after the Circuit-Level 

Gateway Firewall is configured, the time required for sending 

packets and waiting for a reply from the client is the lowest. 

7.21 ms and a high of 48.4 ms. This shows a decrease in traffic 

at the lowest point of 55%. In comparison, at the highest point, 

the saturation is 1305 towards 48.4 with a percentage of 

98.88%, which gives the effect of traffic success returning to 

normal with the average time of each sequence below 1 ms so 

that the Circuit-Level Gateway Firewall is implemented at 

level 4 successfully to stop DDoS. While the comparison of 

resource usage during regular traffic with ICMP-Flood DDoS 

is shown in the Edge Computing Network, as shown in Figure 

16. 

Figure 16 shows the comparison of server resource usage 

when regular resources are used with ICMP-Flood DDoS, 

standard traffic sampling recorded 5%, 9%, 5%, and 9% with 

an average of 7.00%. Traffic during DDoS recorded 83%, 

100%, 83%, and 100%, with an average of 84.50%. This 

shows an average traffic increase of 92.33%, which causes the 

server to crash on Edge Computing. Forensics and mitigation 

of Distribution Denial of Service at layer 4 are overcome using 

Circuit-Level Gateway Firewall with test results as shown in 

Figure 17. 

 

 
 

Figure 16. Comparison resources performance at normal 

DDoS attacks on edge computing network 

 

 
 

Figure 17. Comparison resources performance at DDoS 

attacks and circuit-level gateway firewall on edge computing 

network 

Figure 17 shows the comparison of server resource usage 

during ICMP-Flood DDoS. After implementing Circuit-Level 

Gateway, ICMP-Flood DDoS traffic sampling was recorded at 

83%, 100%, 83%, and 100%, with an average of 91.50%. 

Meanwhile, the installation of the Circuit-Level Gateway 

Firewall recorded 5%, 2%, 2%, and 4%, with the average use 

of server resources being 3.25%. Resource usage This 

indicates a decrease in resource usage by an average of 96% 

back to normal resource usage, which states Circuit-Level 

Gateway Firewall Layer 4 managed to stop the ICMP-Flood 

DDoS attack. In practice, it has succeeded in stopping ICMP-

Flood DDoS attacks on the web server of the SMKN 1 Sewon 

agency with the same results as the simulation. 

 

 

5. CONCLUSIONS 

 

Research on ICMP-Flood volumetric-based DDoS in cloud 

computing and Edge computing networks states that ICMP-

Flood DDoS is very dangerous. On cloud computing networks, 

DDos crowds traffic with an increase of 64% to 73%, while 

the depletion of server resources also increases by 63,50%. 

This results in the server crashing and being unable to serve 

client requests. Forensics and mitigation in cloud computing 

are carried out at layer 3, the Internet Protocol layer TCP/IP 

model, by applying a Packet-Filtering Firewall with a success 

rate of 64%-69% traffic reduction. In contrast, the success of 

reducing server resource usage is 73.75% and successfully 

returning traffic and the server that crashes back to normal 

position. Forensics and mitigation of ICMP-Flood DDoS were 

also carried out on Edge Computing, with the study showing 

the occurrence of ICMP-Flood DDoS crowding network 

traffic with an increase of between 87% to 99.80% to 

saturation so that it paralyzed the server. Meanwhile, the 

depletion of server resources also increased by 92.33%. 

Forensics and mitigation in Edge computing are carried out at 

layer 4, namely the Transport Protocol layer TCP/IP model, by 

applying a Circuit-Level Gateway Firewall with a success rate 

of reducing traffic 
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