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 Artificial Neural Networks are widely used in prediction activities and classification 

processes. However, the implementation on average only uses a network architecture 

with one hidden layer, while the development of architectures with two or three hidden 

layers has not been done much. This article discusses the process of developing ANN 

Backpropagation using a Matlab-based graphical user interface with three hidden layers 

combined with non-linear activation functions (logsig, tansig, tanh) and training 

functions (trainrp and trainlm) based on learning rate and momentum. Architecture was 

created to study climate change in the area around Lombok International Airport station 

by training on hydrological data (rainfall) from January 2012 to December 2021 with a 

data type of 10-day interval (36 data every year). The number of neurons in the first 

hidden layer was determined using the Hecht-Nielsen model, while the second and third 

hidden layers used the Lawrence-Fredrickson model. Simulation results with 

architecture 36-73-37-19-1, a learning rate of 0.1, and momentum of 0.9 showed that 

variations in the activation function logsig-logsig-logsig-purelin and trainlm function 

demonstrated the best result with epoch of 7, MSE of 0.00090, and RMSE of 0.03011 

in the training process and epoch of 5, MSE of 0.003758, and RMSE of 0.0613 in the 

data testing process. Furthermore, the prediction results demonstrated that a Q-value of 

0.222 based on the Schmidt-Ferguson criteria obtained higher rainfall intensity 

information than previous years with climate category B (wet). Therefore, the 

government must be careful in determining policies related to field activities especially 

in agriculture because of climatic conditions with high rainfall. 
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1. INTRODUCTION 

 

One of the defining factors of climate change is the 

alteration of rainfall intensity [1]. Rainfall is the level of 

rainwater collected in a flat surface/area that does not 

evaporate, permeate, nor flow [2]. Bello and Mamman [3] also 

reported that in West Africa, rainfall is one of the most 

important climate variables as it remains the main source of 

moisture for agricultural activities in the region. Researchers 

and governments conduct studies frequently and make policies 

related to climate change that have an impact on various fields, 

such as agriculture, plantations, and even aviation. The 

importance of determining climate classification correlates 

with the shift of seasons from year to year. Thus, state 

institutions such as the Meteorology, Climatology, and 

Geophysics Agency always put rainfall detection devices and 

other climatology data at airports to anticipate extreme 

changes in rainfall or climate. 

The longer prediction of climate change factors (long-term 

prediction) is necessary to estimate future possibilities based 

on past and present information obtained to minimize errors 

(the difference between the occurrence and the approximate 

result). One of the best hydro-climatology data prediction 

methods is an artificial neural network (ANN) since it can 

make prediction with the input of compound data [4]. Rainfall 

predictions using artificial neural networks have been widely 

studied and reported [5-10]. Perceptron, Multilayer Perceptron 

(MLP), and Backpropagation are three types of ANN that are 

widely known. However, ANN Backpropagation (ANN-BP) 

has a more complete architecture with the addition of more 

than one hidden layer [11], the ability to input more data with 

matrix size m×n, and the use of accuracy parameters such as 

learning rate and momentum in increasing the speed of the 

data training process [12]. Thus, ANN-BP is a supervised 

learning algorithm that is usually used by perceptrons with 

many layers to change the weights connected to neurons in 

their hidden layers [13].  

The hidden layer and output layer on the ANN-BP network 

are the main keys to recognizing data patterns. Due to changes 

in weights in the input layer, the hidden layer, and the output 

layer, they are manipulated using the activation function and 

training function placed on each hidden layer. The activation 

function is used in nerve networks to activate or deactivate 

neurons [14]. Activation functions in ANN include threshold, 

linear function (purelin), and sigmoid function (logsig, tansig, 

tan-hyperbolic). Meanwhile, in the ANN-BP network, there 

are linear functions and sigmoid functions only. The 

combination of activation functions in the hidden layer and the 

output layer has been widely performed such as the tansig 

function on the hidden layer and purelin on the output layer 
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[15, 16], and logsig function on every layer [17-19]. 

There are 13 types of the training function in ANN-BP, 

namely traingd, traingdm, traingdx, trainbr, trainrp, traingda, 

traincgf, traincgp, traincgb, trainbfg, trainscg, trainoss, and 

trainlm [20, 21]. Furthermore, Lahmiri [22] recommended the 

training functions in ANN-BP into six types, namely gradient 

descent function (standard), gradient descent with momentum 

(traingdm), gradient descent with adaptive learning rate 

(traingda), gradient descent with adaptive learning rate and 

momentum (traingdx), resilient Backpropagation (trainrp), 

and Backpropagation Levenberg-Marquardt (trainlm). 

However, Kumar and Murugan [23] performed simulations 

with six forms of architecture to test the accuracy level of 

activation functions in ANN-BP including traingd, traingdm, 

traingdx, trainrp, traingda, traincgf, traincgp, traincgb, trainbfg, 

trainscg, trainoss, and trainlm. Kumar and Murugan [23] 

reported that trainlm had the highest accuracy rate with a 

MAPE value of 1.12%. This result is also supported by 

Sharawat [24] who conducted five data trainings and 

discovered that the Levenberg-Marquardt function had the 

smallest number of errors compared to other functions. Khong 

et al. [25] predicted pattern recognition data of myoelectric 

signals and found that the performance of architectures with 

trainlm functions was higher than trainrp functions with 

MAPE of 0.037% and 0.047%. Samani [26] investigated 

combined cycle power plant (CCPP) with dry cooling tower 

(Heller tower) with trainlm functions and accuracy rate of 

93.4%. In addition, Jigyasu et al. [27] also concluded that 

trainlm provided the best performance while traingdm 

provided the worst performance in detecting errors. Lastly, 

Elkharbotly et al. [28] also predicted non-revenue water data 

in Egypt and reported that the Levenberg-Marquardt function 

had a smaller error compared to Multiple Regression. 

On the other hand, Kuruvilla and Gunavathi [29] classified 

cancer using ANN-BP and obtained information that traingdx 

provided higher performance than traingda and traingdm 

functions. Then, Yang et al. [30] studied leaf nitrogen 

concentration (LNC) estimates with trials of activation 

functions "trainrp," "trainbr," and "trainlm". The results 

demonstrated that trainrp provided optimal results and was 

more accurate than trainbr and trainlm. Finally, Yuwono et al. 

[31] reported that the accuracy rate of the traincgp function

was 18% higher than that of the trainrp function in the face

recognition system of computing systems. The difference in

accuracy between training functions is due to differences in

the number of neurons, learning rate, and momentum in each

simulation. As a result, an in-depth study related to the

comparison of the accuracy rate of each of these training

functions with the same number of neurons, learning rate, and

momentum and some of its network architecture constructions

and how it performs with the increasing number of neurons

and hidden layers is needed.

The combination of activation function and training 

function is performed in the hidden layer and output layer. In 

improving the performance of the ANN-BP architecture, 

researchers have increased the number of hidden layers. It was 

aimed to provide the architecture with more data training so 

that it is easier to recognize data patterns and trends. Some 

studies that used architecture with two layers are studies on 

hydrological data prediction [32], inflation data prediction 

[33], and single-shaft gas turbine prediction [34]. Asgari et al. 

[34] also mentioned that the optimal model of the data training

process was obtained using trainlm as its training function, as

well as tansig and logsig as its transfer function for hidden

layers and outputs. However, in this study, the number of 

neurons for each function varied. There were 20 neurons for 

trainlm function testing and 16 neurons for trainrp function 

testing. Other researchers also mentioned that the logsig 

function with two hidden layers also provided high accuracy 

of 96.61% [35, 36].  

Regarding the results of these studies, no researchers have 

conducted trials with three hidden layers. The proposed three 

hidden layers certainly perform a combination of activation 

functions and training functions on each hidden layer and 

output layer. The authors concentrated on using linear (purelin) 

and sigmoid (logsig, tansig, and tan-hyperbolic) functions. In 

addition, the best architectural dilution was also determined by 

the learning rate and momentum value in each experiment. 

Based on this condition, this research developed the 

Backpropagation architecture network with three hidden 

layers and a combination of activation functions and training 

functions on each layer. This combination is to compare the 

accuracy rate between the network with mono-activation 

functions and variations in activation functions in each hidden 

layer and output layer with trainrp and trainlm functions. 

Lastly, the authors found a mathematical model of rainfall data 

and climate classification occurring from stations in the given 

case study.  

2. RESEARCH METHOD

2.1 Architecture of ANN backpropagation 

ANN Backpropagation (ANN-BP) architecture consists of 

three layers namely input layer, hidden layer, and output layer. 

Variables 𝑥1, 𝑥2, . . . , 𝑥𝑖 , . . . , 𝑥𝑛  are an input layer determined

by the amount of input data and only one layer, 

𝑦1, 𝑦2, . . . , 𝑦𝑘 , . . . , 𝑦𝑚 are the output layer as well as one layer,

while 𝑧1, 𝑧2, . . . , 𝑧𝑗 , . . . , 𝑧𝑝  are hidden layers of multi-layer

nature. That is, an ANN-BP architecture can have two or three 

hidden layers. Figure 1 shows the ANN-BP architecture with 

one hidden layer. 

An architecture consisting of input layer, hidden layer, and 

output layer was connected by activation and weight functions. 

In Figure 1, 𝑣11, 𝑣1𝑗 , . . . , 𝑣𝑖𝑗 , . . . , 𝑣𝑛𝑝 are weight matrices that

connect the input layer and the hidden layer, while 

𝑤11, 𝑤1𝑘 , . . . , 𝑤𝑗𝑘 , . . . , 𝑤𝑝𝑚  are weight matrices that connect

the hidden layer and the output layer. Therefore, data 

prediction 𝑦𝑘  can be determined by formula:
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where, 𝑣𝑜𝑗  is the initial weight matrix on the hidden layer that

initializes randomly between 0 and 1, 𝑤0𝑘 is the initial weight

matrix on the output layer, while 𝑓(. ) is an activation function 

that converts input data into external data between layers in 

intervals of -1 and 1, depending on the activation function 

given at each layer. The activation functions used include 

purelin, logsig, tansig, and hyperbolic tan. In addition, a 

combination of learning rate and momentum is applied to each 

data to speed up the process of training and testing data. This 

is supported by a combination of training functions given in 

each process including trainrp and trainlm functions. 

995



 

 
 

Figure 1. ANN Backpropagation architecture with one hidden layer [36] 

 

2.2 Data normalization techniques, activation functions, 

training functions, learning rate, and momentum 

 

To perform the prediction process, ANN-BP used the 

activation function and training function to accelerate the 

simulation and data recognition process. The activation 

function namely a continuous function was used to determine 

the output of a neuron and was required to follow certain 

conditions [37]. It is a function that does not go down/decline 

[38]. Functions that meet the three conditions were identity 

function (purelin), binary sigmoid function (logsig), bipolar 

sigmoid function (tansig), and hyperbolic tangent function 

(tanh) [36, 38]. 

 

- Identity function (purelin) 
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with 𝑓 ′(𝑥) = 1 

- Binary sigmoid function (logsig) 
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- Bipolar sigmoid function (tansig) 
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- Hyperbolic tangent function 
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with 𝑓 ′(𝑥) = [1 + 𝑓(𝑥)][1 − 𝑓(𝑥)] 
 

ANN-BP performance is influenced by the parameters of 

the learning level and the complexity of the problem to be 

modeled. Therefore, it takes a training function algorithm to 

accelerate convergence and provide a small error value. It was 

the reason why many researchers perform a combination of 

training functions, especially on the hidden layer to obtain a 

high level of accuracy. Generally, a combination of training 

functions is applied to the input layer and hidden layer. 

Meanwhile, the output layer used the purelin (linear) function. 

The data training and testing process was performed 26 times 

each which was divided into three classifications, namely: no 

variations, variations type-1, and variation type-2. Those 

variations include function of Logsig (L), Tansig (T), 

Hyperbolic Tan (Th), and Purelin (P) as shown in Table 1. 

 

Table 1. Combination of activation functions 

 
Classification Experiment 

No Variations 
P-P-P-P; L-L-L-L;  

T-T-T-T; Th-Th-Th-Th 

Variations Type-1 L-L-L-P; T-T-T-P; Th-Th-Th-P 

Variations Type-2 
Th-L-T-P; Th-T-L-P; L-Th-T-P;  

L-T-Th-P; T-Th-L-P; T-L-Th-P 

 

In the use of training functions, learning rate (LR) and 

momentum were needed to accelerate the training process. In 

the ANN-BP architecture, the default value of the learning rate 

was 0.01, while the momentum was 0.9. In this study, a 

momentum value of 0.9 was applied. A momentum value of 

0.9 was also used by Singh et al. [39] for the classification of 

breast tumors in ultrasound imaging, by Tarigan et al. [40] for 

plate recognition, and by Paeedeh and Ghiasi-Shirazi [41] for 

improving the backpropagation algorithm with 

consequentialism weight updates over mini-batches. 

Meanwhile, the LR value used variations to find the best 

architecture. Several studies were conducted to obtain the 

highest accuracy by making learning rate choices such as LR 

of 0.01, LR of 0.05 [42], LR of 0.07 [35], and LR of 0.7 [29]. 

According to Utomo [43] in his research on stock price 

predictions by conducting data training with LR between 0.1 - 

0.8 (eight trials), the learning rate of 0.1 gave the best 

performance. Therefore, the learning rate that was used in this 

study was 0.1. 

Furthermore, the number of neurons in the neural network 

is not optimal, because it must be found based on experiments 

on each data [36]. Many researchers determine the number of 
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neurons based on the amount of input data, while in the hidden 

layer it is determined that half or one-third of the amount of 

input data is determined. Therefore, it is essential to not have 

excessive nodes in the hidden layer as it may allow the neural 

network to learn by example only and not to generalize [44]. 

However, in this study, the formula Hecht-Nielsen [45], which 

was recommended by Park [46], was utilized to determine the 

number of neurons in the first hidden layer, namely 𝑁𝑧 = 2 ⋅
𝑁𝑥 + 1, while a formula from Lawrence-Fredrickson namely 

𝑁𝑧 = 0.5 ⋅ (𝑁𝑥 + 𝑁𝑦), was applied on the second and third 

hidden layers. Since the number of neurons in the input layer 

was 36 inputs, the architecture applied in the study was 36-73-

37-19-1. 

2.3 Study area and dataset 

 

The training and testing data in this study is rainfall data that 

was collected from Lombok International Airport 

Meteorological Station (BIL) located in Central Lombok 

Regency, West Nusa Tenggara Province, Indonesia with a 

latitude of -8.560555556 and longitude of 116.0938889) as 

seen in Figure 2. The use of data samples at this location is 

based on the fact that the results of the research can be applied 

in decision making or policies related to information on 

rainfall intensity and climate change in agricultural areas in 

Central Lombok Indonesia with a rice field area of 54,336 

hectares. 

 

 
 

Figure 2. Location of lombok international airport station 

 

Data was collected for the last 10 years (January 2012 to 

December 2021) with 10-day intervals, so the total input data 

is 36 data. Every year 𝑦1 , 𝑦2, 𝑦3, . . . , 𝑦10 have 360 data, namely 

𝑥1, 𝑥2, 𝑥3, . . . , 𝑥360 as presented in Table 2. 

Based on Table 2, it is assumed that 𝑦1 = 2012,  𝑦2 =

2013, 𝑦3 = 2014, . . . , 𝑦10 = 2021 will be used for prediction. 

Since year 2022 ( 𝑦11 ) prediction was affected by 

𝑦1, 𝑦2, 𝑦3. . . , 𝑥10 , then it can be formulated mathematically 

into: 11y  is affected by 𝑦1, 𝑦2 , 𝑦3. . . , 𝑦10, or𝑥361, 𝑥362, . . . , 𝑥396 

are affected by 𝑥1, 𝑥2, 𝑥3, . . . , 𝑥360. 

 

Table 2. Settings of input data for prediction 

 

Years 
Data to- 

Jan I Jan II Jan III Feb I Feb II Feb III … Des I Des II Des III 

2012 𝑥1 𝑥2 𝑥3 𝑥4 𝑥5 𝑥6 ... 𝑥34 𝑥35 𝑥36 

2013 𝑥37 𝑥38 𝑥39 𝑥40 𝑥41 𝑥42 ... 𝑥70 𝑥71 𝑥72 

… ... ...  ...  ... ... ... ...  

2021 𝑥344 𝑥345 𝑥346 𝑥347  𝑥699 ... 𝑥358 𝑥359 𝑥360 
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Datt et al. [47] explained that the sharing of training data in 

a ratio of 80% and 20% provides a higher degree of accuracy 

when compared to the division of 60%: 40%; 70% : 30%; and 

75% : 25%. According to Sun and Huang [48], data sharing 

with a ratio of 80% and 20% can provide an accuracy rate of 

98.59%. Therefore, we divide the data by a ratio of 80% of 

training data taken from 2012-2019, and 20% of testing data 

taken from 2020-2021. Therefore, the 360 data (Table 2) are 

divided into 288 data (8 years) for training, and 72 data (2 

years) for testing. However, this division had to follow the 

ANN-BP architecture, namely the presence of input data and 

target data during the data training process, as well as for data 

testing. In the training process, 9,072 input data and 253 target 

data were obtained, while in the testing process, 1,296 input 

data and 36 data target data were obtained. 

 

2.4 Evaluation of prediction results 

 

This study used Matlab’s Graphical User Interface (GUI) in 

performing data training, testing, and prediction when 

simulating the ANN-BP algorithm with three hidden layers. 

Inputs, processes, and data outputs were displayed in a single 

GUI. The GUI output displays prediction result data, actual 

data approach graph and forecasting data, as well as accuracy 

rate parameters [15, 49]. 

- Mean Square Error (MSE) 

 

𝑀𝑆𝐸 =
∑ (𝐴𝑖 − 𝐹𝑖)

2𝑛
𝑖=1

𝑛
 (6) 

 

- Root Mean Square Error (RMSE) 

 

𝑅𝑀𝑆𝐸 = (
∑ (𝐴𝑖 − 𝐹𝑖)

2𝑛
𝑖=1

𝑛
)

1
2

 (7) 

 

Then, the climate classification used the Schmidt-Ferguson 

criteria. The basis of the Schmidt-Ferguson climate 

classification (Q) is the amount of precipitation that falls each 

month so that the average wet, humid, and dry month all 

recorded [50]. The categories of months were categorized as 

follows: wet months (WM) with rainfall greater than 

100mm/month, humid months (HM) with rainfall of 60-

100mm/month, and dry months (DM) with a rainfall of 

approximately 60mm/month. There are seven climate 

classifications as seen on Table 3. 

 

Table 3. The type of climate based on Q value [51, 52] 

 
Formula Q Value Climate Type of Climate Information 

 

𝑄 =
𝐷𝑀

𝑊𝑀
 

 

DM: dry month 

WM: wet month 

Q<0.14 A Very wet Tropical rainforest 

0.14≤Q<0.33 B Wet Tropical rainforest 

0.33≤Q<0.66 C Rather wet Forest 

0.66≤Q<1.00 D Medium  Season forest 

1.00≤Q<1.67 E Rather dry Savanna forest 

1.67≤Q<3.00 F Dry Savanna forest 

3.00≤Q<7.00 G Very dry  Grassland  

Q≥7.00 H Extreme  Grassland 

 

 

3. RESULT AND DISCUSSION 

 

3.1 ANN-BP architecture with three hidden layers 

 

From Figure 1 and Eq. (1), more than 1 hidden layer, e.g. 

three hidden layers, can be developed. Figure 3 shows a piece 

or section of ANN-BP architecture with three hidden layers. 

 

 
 

Figure 3. ANN Backpropagation architecture section with 

three hidden layers 

Figure 3 indicates the addition of a hidden layer along with 

a matrix of the weight of each layer according to Table 4 below. 

 

Table 4. ANN-BP architecture variables with 3 hidden layers 

 
Layer Layer Variables Weight Variables 

Layer Input 
ni xxxx ,...,,...,, 21

 

- 

Layer Hidd-1 
pj zzzz ,...,,...,, 21

 

npijj vvvv ,...,,...,, 111
 

Layer Hidd-2 
sq zazazaza ,...,,...,, 21

 

psjqs wwww ,...,,...,, 111
 

Layer Hidd-3 
tr zbzbzbzb ,...,,...,, 21

 

stqrr wawawawa ,...,,...,, 111
 

Layer Output 
mk yyyy ,...,,...,, 21

 

tmrkk wbwbwbwb ,...,,...,, 111
 

 

Based on Table 4, a formula can be formed for data 

prediction with three hidden layers. Referring to the number 

of neurons that have been determined in each layer, namely 

36-73-37-19-1, the following mathematical model of rainfall 

prediction is obtained. 
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The activation function 𝑓𝑂(. ) is an activation function on 

the output layer, 𝑓𝐻1(. ) is an activation function on the first 

hidden layer, 𝑓𝐻2(. ) is an activation function on the second 

hidden layer, and 𝑓𝐻3(. ) is an activation function on the third 

hidden layer. These activation functions include identity 

functions, binary sigmoids, bipolar sigmoids, and hyperbolic 

tangents combined on each hidden layer and output layer along 

with training functions (trainrp and trainlm) during the data 

training and testing process. The results of training and testing 

data were tabulated to analyze the network architecture with 

the highest level of accuracy with the lowest error. The 

procedure of training data and testing data is presented in 

Figure 4.

 

 
 

Figure 4. Data prediction procedure with three hidden layers 

 

Figure 4 shows that all input data are trained using a three-

layer hidden architecture. All input data, a total of 36 data, 

need to be trained after normalization by Z-score technique, 

and then process the input data in the first hidden layer of 73 

neurons according to the determined activation function and 

training function (see Table 5). The output of the first hidden 

layer is passed to the second hidden layer with 37 neurons and 

on to the third hidden layer with 19 neurons. Continue training 

with data from input layer to output layer until target/error 

0.001 is reached.  

 

3.2 Results of training, testing, and prediction data 

 

After the computational scripts and GUI ANN 

Backpropagation were completed, the further process of 

training and testing data using architecture 36-73-37-19-1 was 

performed. On this occasion, the authors applied the concept 

of conventional combinations for activation functions. The 

results of the training and testing data process are shown in 

Table 5. 

Table 5 shows that the best architecture in the data training 

process is obtained by a combination of the activation function 

"logsig-logsig-logsig-purelin" in the classification of 

"variations type-1" with an epoch of 7, MSE of 0.00090, and 

RMSE of 0.03011, and in the data testing process with an 

epoch of 5, MSE of 0.003758, and RMSE of 0.0613. The 

results of training and testing using the same type of non-

variation or training function in each layer obtained poor 

results with elevated MSE and RMSE values and a high epoch. 

The results of the tansig and tanh function training also 

provided a high number of epochs up to more than 50,000 

iterations when using the trainrp function. Meanwhile, the 
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training process with the trainlm function took a very long 

time (more than 1 hour) and when the process was stopped, it 

only obtained an average goal of 0.16-0.54 > 0.001. These 

results show that the combination of the tansig and tanh 

activation functions with the trainrp function is not 

recommended for the data prediction process. In addition, the 

results of variations type-2 with the combination of each layer 

and different activation functions would provide invalid 

training results with the lowest MSE value of 171,067 (tansig-

tanh-logsig-purelin function) and RMSE value higher than 10. 

The graph of the actual data approach and the target of training 

and testing data results are presented in Figure 5 and Figure 6. 

 

Table 5. Result of training and testing data 

 

Combination activation Training function 
Training Testing 

Epoch MSE RMSE Epoch MSE RMSE 

Variations  

P-P-P-P 
trainrp 203 1904.82 43.6443 3444 2.8859 1.6988 

trainlm 5 1904.82 43.6443 3 0.9685 0.9841 

L-L-L-L 
trainrp 1493 1980.65 44.5045 235 1544.95 39.3058 

trainlm 322 1950.82 [0.54]* 44.1681 285 1382.28 [0.45]* 37.179 

T-T-T-T 
trainrp 53,873 1725.50 41.5392 27,564 768.258 27.7175 

trainlm 136 3036.94 [0.25]* 55.1085 162 2513.55 [0.16]* 50.1353 

Th-Th-Th-Th 
trainrp 51,010 1845.51 42.9593 23,923 462.933 21.5159 

trainlm 122 912.498 [0.25] 30.2076 116 462.93 [0.16] 21.5158 

Variations Type-1 

L-L-L-P 
trainrp 59 3.49472 1.86942 30 2.35792 1.53555 

trainlm 7 0.00090 0.03011 5 0.003758 0.0613 

T-T-T-P 
trainrp 89 1479.55 38.4649 33 389.973 19.7477 

trainlm 6 1772.78 42.1044 3 2243.02 47.3605 

Th-Th-Th-P 
trainrp 115 3.61946 1.90249 36 2.5385 1.5932 

trainlm 7 0.02037 0.14274 3 0.3428 0.5855 

Variations Type-2 

Th-L-T-P 
trainrp 76 445.674 21.111 30 233.839 15.2918 

trainlm 6 440.493 20.987 4 742.533 27.2495 

Th-T-L-P 
trainrp 72 190.224 13.792 30 39.061 6.2498 

trainlm 7 484.42 22.009 4 222.234 14.9075 

L-Th-T-P 
trainrp 76 238.378 15.439 31 396.344 19.9084 

trainlm 15 639.337 25.285 4 480.47 21.9196 

L-T-Th-P 
trainrp 92 252.141 15.879 29 450.152 21.2168 

trainlm 7 725.288 26.931 3 452.364 21.2688 

T-Th-L-P 
trainrp 110 171.067 13.079 37 26.767 5.17369 

trainlm 7 383.614 19.586 3 708.789 26.6231 

T-L-Th-P 
trainrp 64 160.966 12.687 25 52.4609 7.24299 

trainlm 6 774.656 27.8326 3 511.856 22.6242 

 

 
 

Figure 5. Approach of actual data (o-blue) and target data or prediction (*-red) in the training process 
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Figure 6. Approach of actual data (o-blue) and target data or prediction (*-red) in the testing process 

 

Figure 5 shows that the input data or actual data 
(𝑥1, 𝑥2, 𝑥3, . . . , 𝑥288) , approaches the target data 

(𝑥37, 𝑥38, 𝑥39, . . . , 𝑥324)  are impeccable, where data 

𝑥289, 𝑥290, 𝑥291, . . . , 𝑥324  are prediction data, with MSE of 

0.00090 and RMSE of 0.03011. While, Figure 6 shows that 

the actual data (𝑥1, 𝑥2, 𝑥3, . . . , 𝑥72) are also close to the target 

dat (𝑥37, 𝑥38, 𝑥39, . . . , 𝑥108)  perfectly, where data 

𝑥73, 𝑥74, 𝑥75, . . . , 𝑥108  are prediction data, with MSE of 

0.003758 and RMSE of 0.0613. Based on the results of 

training and testing data, the best performance was obtained 

by using the trainlm function. This result is similar with the 

research result of Almaliki et al. [53] who predicted tractor 

performance under different field conditions with an R2 value 

of 0.989 and MSE of 0.001327. The prediction of specific 

wear rate for LM25/ZrO2 composites using ANN-BP with 

Levenberg–Marquardt function also provided good 

performance with an accuracy rate of up to 99% [54]. This 

result is also similar with the research result of Sun and Huang 

[48] who reported that the use of a learning rate of 0.1 provided 

high accuracy during the training and data testing process. 

This is also in line with the study of Bai et al. [55] who made 

predictions of air pollutants with the trainlm function and 

obtained a coefficient correlation value of 0.926. Furthermore, 

the logsig activation function provided the best model to 

determine input data patterns. Because the binary sigmoid 

activation function (logsig) is very suitable for use in 

forecasting that uses fluctuating data. The data output is not 

zero-centered because the logsig function is a continuous 

function with the output target being at intervals [0, 1]. It is 

clear that the data used in the study is rainfall data that has high 

fluctuations. Finally, an important finding in the study was the 

use of ANN Backpropagation architecture with three hidden 

layers had an accuracy rate of up to 99% although it required 

a longer training time than the architecture with one or two 

hidden layers. Furthermore, the network architecture was used 

to make short-term predictions, such as data prediction in 2022 

using data in 2012-2021. The prediction results were presented 

in Figure 7. 

 

 
 

Figure 7. Results of predicted rainfall data in 2022 

 

The prediction result (Figure 7) was obtained with an epoch 

of 11, MSE of 0.0011, RMSE of 0.0328, and R2 of 0.9999. 

Figure 7 illustrates that the highest rainfall intensity in the area 

around Lombok International Airport (BIL) in 2022 will be in 

November (566.28 mm), while the lowest would be in May 

(21.81 mm). Based on the climate classification by Schmidt-

Ferguson criteria, there are 9 wet months with high rainfall 

intensity, including January, February, March, April, July, 

September, October, November, and December; one humid 

month, namely June; and two dry months, namely May and 

August. It can be reported that this region belongs to the type 

B climate (Q-value = 0.222) or the "wet" climate. This result 

is different from that of the previous years, except the 2016 

results with the same Q and category values. Table 6 shows 
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that in the region around BIL stations there is a different 

intensity of rain each year, but it is not very significant. The 

change in the number of "wet" months since the last four years 

has increased. 

 

Table 6. Climate categories each year 

 

Years 
Number of Month 

Q 
Type of 

Climate Wet Dry Humid 

2012 7 5 0 0.714 D-Medium 

2013 8 4 0 0.500 C-Rather wet 

2014 6 6 0 1.000 E-Rather dry 

2015 5 7 0 1.400 E-Rather dry 

2016 9 2 1 0.222 B-Wet 

2017 6 6 0 1.000 E-Rather dry 

2018 5 7 0 1.400 E-Rather dry 

2019 5 7 0 1.400 E-Rather dry 

2020 7 4 1 0.571 C-Rather wet 

2021 7 4 1 0.571 C-Rather wet 

2022 9 2 1 0.222 B-Wet 

 

Climate change can be indicated by an increasing or 

decreasing monthly rainfall intensity, which should be an 

important concern, especially for governments in taking 

strategic measures to prevent negative impacts. Various 

policies are essential to be observed in order to reduce risks of 

errors at the implementation stage. Especially for policies on 

agriculture, the government needs to draw up planting pattern 

plans and convey climate change information to farmers to 

avoid crop failure. 

 

 

4. CONCLUSIONS 

 

The output of the artificial neural network provides 

information that there will be climate change in 2022, where 

the intensity of rainfall is higher with 9 "wet" months, 1 "dry" 

month, and 2 "humid" months. The Q-value of 0.222 based on 

the Schmidt-Ferguson criteria should be an important concern, 

especially as the government needs to draw up planting pattern 

plans and convey climate change information to farmers to 

avoid crop failure. This prediction was obtained from the 

results of ANN Backpropagation architecture simulation with 

three hidden layers. The results of training and data testing 

showed that the 36-73-37-19-1 architecture with variations in 

activation functions, namely logsig-logsig-logsig-purelin, has 

the highest level of accuracy compared to other function 

variations. The trainlm function provides better performance 

than trainrp. Although the trainlm function takes longer 

training time, the number of iterations, MSE, and RMSE are 

relatively lower than that of the trainrp. This architecture needs 

to be re-tested in other case studies, such as studies on 

temperature data, air humidity, wind speed, and the length of 

sunlight, to measure the accuracy level of network that has 

been created in recognizing data patterns that have different 

trends. 
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