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ABSTRACT. The moments of vehicle image features differ in magnitude and depend on the scale 

factor. To solve these problems, this paper proposes a feature extraction algorithm based on 

wavelet moment method. Focusing on the principles of invariant moment and wavelet energy, 

the proposed algorithm was applied to extract the features of pretreated images on actual 

vehicles. Specifically, the pretreated images were subjected to wavelet decomposition, yielding 

tertiary sub-images. Then, the sub-images were processed by taking the modified Hu invariant 

moment as the feature. The results show that the features extracted by our algorithm remained 

invariant after translation, rotation and scale transformation, and reflected the vital and 

essential attributes of the vehicle images. The recognition rate of our algorithm was 13.5% 

higher than that of the traditional Hu moment. The research findings shed new light on image 

classification and recognition. 

RÉSUMÉ. Les moments des caractéristiques de l'image du véhicule diffèrent en magnitude et 

dépendent du facteur d'échelle. Pour résoudre ces problèmes, cet article propose un algorithme 

d’extraction de caractéristiques basé sur la méthode du moment d’ondelettes. En se 

concentrant sur les principes du moment invariant et de l’énergie des ondelettes, l’algorithme 

proposé a été appliqué pour extraire les caractéristiques des images prétraitées sur des 

véhicules réels. Plus précisément, les images prétraitées ont été soumis à une décomposition 

par ondelettes, ce qui donne des sous-images tertiaires. Ensuite, les sous-images ont été traitées 

en prenant comme caractéristique le moment invariant de Hu modifié. Les résultats montrent 

que les caractéristiques extraites par notre algorithme sont demeurées invariantes après la 

conversion, la rotation et la transformation d'échelle et reflétaient les attributs vitaux et 

essentiels des images du véhicule. Le taux de reconnaissance de notre algorithme était 

supérieur de 13,5% à celui du moment Hu traditionnel. Les résultats de la recherche apportent 

un nouvel éclairage sur la classification et la reconnaissance des images. 
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recognition. 

MOTS-CLÉS: extraction de caractéristiques, moment invariant de Hu modifié, moment 

d'ondelette, reconnaissance de la cible. 

DOI:10.3166/TS.35.223-242 © 2018 Lavoisier 



224     TS. Volume 35 – n° 3-4/2018 

 

1. Introduction 

Vehicle identification system is an important part of intelligent transportation 
system. There is much great convenience to target recognition due to the extremely 

rich amount of information contained in the image and the image sensors are lower 

cost. So it is widely used in intelligent transportation systems that the image 

recognition based on machine vision. The image recognition mainly consists of image 
preprocessing, feature extraction and classification decision. The feature extraction 

phase is a key part of image recognition. The reliability of the feature vectors affects 

the recognition rate directly (Hadavi & Shafahi, 2016; Zhou et al., 2017).  

Therefore, various methods for extracting vehicle features have been proposed by 
scholars, but each method has its own specific application scenarios with limitations 

(Zhu et al., 2017; Boukerche et al., 2017). More common shape feature extraction 

methods include Fourier descriptor, Hough transform, shape matrix and moment 

invariant. The Fourier descriptor has a good description of the closed curve, but it is 
less effective for the composite closed curve (Jia & Duan, 2017). The Hough 

transform is mainly used to detect parallel lines and boundary direction histograms 

(Zhang et al., 2015; Wafy & Madbouly, 2016), this method obviously is not suitable 

for non-parallel lines in the vehicle contour.  

The wavelet transform transforms the extracted target image into multiple 

frequencies and decomposes it into two sub-images with different spatial and 

frequency. Image energy is mainly concentrated in the low frequency part. It reflects 

the overall outline of the image. The wavelet energy does not have translation, rotation, 
and proportional invariance. In order to ensure the stability of the extracted feature 

vector, it is necessary to perform secondary extraction on the obtained sub-image. The 

moment feature has good stability through various moments reflect the shape feature 

information of the object. But there still has shortcomings. Such as high-order 
moments are more sensitive to scale factors in two-dimensional discrete cases. And 

the magnitudes of the moments of the moment feature are quite different. Therefore, 

wavelet energy feature extraction or invariant moment feature extraction is used alone; 

the better feature vectors cannot be obtained. In order to solve this problem, the 
moment feature is modified. In the paper the modified moment feature is used to 

extract the sub-image twice to obtain the wavelet moment feature quantity. And the 

sub-image is decomposed by wavelet. The wavelet moment is used for feature 

extraction of vehicle images, and the vehicle's various attitude image feature 
quantities are compared and analyzed, it is expected that the stability of the wavelet 

moment feature vector is obtained, the translation, rotation, and scale invariance are 

satisfied, and the recognition rate of the target is improved. (Shi et al., 2016; Sridevi 

et al., 2017; Zhou et al., 2017; Liu & Qiang, 2017; Liu et al., 2017; Yan and Zhang, 

2017) 

The rest of the paper is organized as follows. The characteristics of wavelet energy 

problem are presented in the section 1. The part 2 is analysed the moment and 

invariant moment theory. The next section is the key. The section 3 is extractions of 
wavelet moment features. The simulation of the wavelet moment feature extraction 

algorithm is in the section 4. it is including the translation invariance of wavelet 
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moments, Rotation invariance of wavelet moments and Proportional invariance of 

wavelet moments. The verification of vehicle identification is in the section 5. At last, 

conclusions are drawn. 

2. Characteristics of wavelet energy 

The basic principle of wavelet transform is to decompose the target image by 

multiple frequencies. According to different frequencies, the target image is 
decomposed into two sub-images with different space and frequency (Dooley et al., 

2015). Liu et al. used wavelet transform to decompose the image to obtain a second-

level sub-image, and the texture features of the sub-image were extracted. There are 

still some shortcomings to this approach: 

Extracting the vehicle target image by wavelet transform is based on the frequency 

characteristics of the image, and the low and high frequency parts of the wavelet 

domain are extracted, the two parts are compared and then formed, but the energy to 

be obtained is distributed at the intermediate frequency level, if the characteristics of 
the vehicle to be extracted are mainly concentrated in the high frequency stage, the 

characteristics obtained by the method will affect the classification effect of the target. 

According to the basic principle of the above wavelet transform, the frequency 

decomposition operation of the image occurs on each frequency, so the calculation 

amount is increased, the complexity is increased, and the operation speed is lowered. 

3. Analyses of Moment and Invariant Moment Theory 

In 1962, the feature vector that was not changed by image translation, target 

rotation, and target scaling was proposed by M.K. Hu, namely invariant moment 
theory, and it is widely used in the field of image processing, such as vehicle detection 

and identification in intelligent transportation systems. 

2.1. Characteristics and disadvantages of Hu invariant moments 

For two-dimensional continuous functions f(x,y), (p+q) moment is defined as 

                                        (1) 

the center distance is defined as： 

                            (2) 
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a set of 7 invariant moments from second and third moments， 

 

the above seven moments have characteristic stability. 

In discrete state，set (m’, n’) to the target coordinate is transformed by the scale 

factor ρ, the original coordinates (m, n), the two of them satisfy the following 

relationship： 

                                                                   (3) 

                                                       (4) 

bring (𝑥′, −𝑥′̅), (𝑦′, −𝑦′̅) to 𝜇′𝑝𝑞，exist 
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normalized center distance， 
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It can be seen from equation (6) that the 𝜂′𝑝𝑞  and 𝜂𝑝𝑞 scale factors are proportional 

to each other and vary with the order p+q of the moment. The above formula shows 

that the seven invariant moments in the Hu moment will change due to the change of 

the scale factor in the discrete case. 

2.2. Correction of invariant moment components 

The above analysis shows that the Hu moment is affected by the scale factor in the 

discrete state, and the wavelet transform has the frequency domain problem. 

According to formula (6), the relationship between 𝜂𝑝𝑞 and 𝜂′𝑝𝑞  before and after the 

scale factor transformation can be derived for seven moments. 

                                                                    (7) 

                                                                  (8) 

                                                                  (9) 

                                                                  (10) 

                                                                  (11) 

                                                                   (12) 

                                                                 (13) 

According to the relationship of equations (7) to (13), seven new invariant moment 

formulas are obtained by modifying the seven moments without being affected by the 

scale factor, as follows 
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                                                    (18) 

                                                       (19) 

The new invariant moment does not change due to the change of the scale factor, 

and still maintains translation and rotation invariance. 

3. Extractions of wavelet moment features 

The Hu invariant moment still has problems, the above shows the expression of 

the common moment and center moment of the Hu moment, the extracted features of 
the target image to be tested should satisfy the change without changing the position 

of the target image, changing the pose, and scaling the image. The extracted features 

of the target image to be tested should satisfy the characteristics that do not change 

with the position change, pose change and the scaling of the image, the vehicle image 
feature is represented by the origin moment or the center distance, the first point is 

satisfied only. After the center distance is normalized, the feature moment satisfies 

the first point and the third point. Therefore, the two representations described above 

cannot meet these three requirements at the same time. In order to solve this problem, 
this paper introduces an invariant moment feature extraction algorithm based on 

wavelet transform, the method combines the advantages of the two methods on the 

basis of analyzing the Hu invariant moment and the lack of wavelet energy. Firstly, 

wavelet decomposition of the target image is performed to obtain sub-images of each 
frequency, and then the modified Hu moment features are extracted for these sub-

images, The computational complexity of this method is effectively reduced, and the 

extracted image features can meet the above three requirements, this facilitates the 

recognition of the image. 

The basic idea of the feature extraction based on wavelet variation is as followings: 

- The target image to be identified is normalized to avoid that the wavelet energy 

feature changes as the image is scaled. 

- Using wavelet decomposition, multi-level frequency sub-images of the target 

image are obtained. 

- Calculate the energy of each sub-image using equation (20), si(x,y)indicates a sub 

image, where x=0,1,..,M-1; y=0,1,…,N-1; 

The energy of the sub-image is 

                         (20) 

Where the sub image size is MN, after multi-scale decomposition, the number of 

low-frequency sub-images is k. 
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- after calculating the energy of each sub-image, the Hu moment feature extraction 

is performed on the sub-image. 

- after the operation of c and d, the image feature vector based on wavelet moment 

is constructed. 

The feature vector obtained by this method can reflect the essential features of the 

vehicle target image, and the three requirements described above are simultaneously 

satisfied. 

4. Verification of wavelet moment feature extraction algorithm 

Using MATLAB as the simulation software, the validity of the feature vector 

extraction method proposed in this paper is verified, after corresponding 
preprocessing of the vehicle target image, the wavelet moment feature of the vehicle 

target image is extracted to verify the validity of the wavelet moment. To verify the 

validity of the method for the first condition (translation), vehicle images at the left 

and right positions at the same distance from the acquisition system is collected. To 
verify the validity of the method for the second condition (rotation), the front and side 

views of the vehicle are collected, at the same time ensure that the distance between 

the car and the acquisition system remains. To verify the validity of the method for 

the third condition, two vehicle images 5 meters (reference map) and 10 meters away 
from the acquisition system were collected and compared. In the effectiveness 

experiment of image wavelet moment, image pre-processing is performed on the 

acquired images; wavelet moment feature extraction is then performed on the 

processed image. 

4.1. Rotation invariance of wavelet moments 

The acquisition system collects the left side of the vehicle as a reference map, and 

the vehicle rotates 90°(front side) to study the wavelet moment rotation invariance. 

As shown in Fig. 1 and Fig. 2, Fig. 1 is a reference image, a target left image, and Fig. 

2 is a rotated 90°image. 

 

Figure 1. Vehicle reference image 
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Figure 2. Vehicle front side image 

After the image is grayed out, median filtered, canny edge extraction, Hough 

transform, image segmentation preprocessing, wavelet moment features are extracted. 

The pre-processed images are shown in Fig.3 and Fig.4. Fig.3 shows the vehicle 

reference image. Fig.4 shows the vehicle front side edge image rotated 90°. 

 

Figure 3. Side edge 

 

Figure 4. Front edge image 
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The low-frequency image of the three-order wavelet variation obtained by wavelet 

decomposition is shown in Fig.5 and Fig.6., Fig. 5 is a three-level wavelet 
decomposition of the target front image, and Fig. 6 is a three-level wavelet 

decomposition of the rotated 90°image. 

 

Figure 5. Side Wavelet Decomposition 

 

Figure 6. Frontal wavelet decomposition 

Perform three-level wavelet decomposition on the reference image and the rotated 

90° target image to obtain a three-level sub-image, then, the quadratic modified Hu 

moment feature extraction is performed on each sub-image, and the tables 1 and 2 are 

obtained, Table 1 shows the three-level wavelet moment feature vector of the 

reference image, table 2 shows the three-order wavelet moment feature vector of the 

rotated 90°target image. As shown in Table 1 and Table 2. 
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Table 1. Three-level wavelet moment feature vector of reference image 

Energ
y 

Level 

(e+07) 

Featur

e 
Vector        

First 

level 

e1 
4.0623 

5.169
4 

13.746
4 

18.212
3 

17.879
5 

39.420
7 

25.299
0 

37.289
6 

Secon

d level 

e2 
4.0373 

5.861
8 

15.112
7 

20.310
2 

19.957
8 

43.689
7 

28.067
3 

41.530
1 

Third 

level 

e3 
3.9881 

6.557

0 

16.443

2 

22.475

7 

22.070

7 

48.040

6 

30.857

8 

45.932

4 

Table 2. Rotate 90 third-order wavelet moment vectors 

Energ
y 

Level 

(e+07) 

Featur

e 
Vector        

First 
level 

e1 
1.1567 

5.698
9 

16.905
8 

19.835
7 

17.734
4 

37.523
7 

28.947
1 

36.552
5 

Secon
d level 

e2 
1.1485 

6.391
5 

18.160
3 

21.828
8 

19.818
7 

41.658
4 

31.631
9 

40.674
9 

Third 

level 

e3 
1.1325 

7.082
4 

19.349
8 

23.742
7 

21.908
9 

45.772
3 

34.404
3 

44.764
3 

 

The preprocessed image is first subjected to three-level wavelet decomposition to 
obtain a three-level sub-image, and the energy of each sub-graph is obtained. It can 

be seen from Table 1 and Table 2, for the same target image, the energy of each sub-

image is approximately equal。Finally, the second wavelet moment feature vector 

extraction is performed on the sub-image, the seven wavelet moment vector values 
corresponding to the sub-images of the two target images are compared respectively, 

the seven vectors are in the range of 2%, and the values are equal. Therefore, the 

wavelet moment proposed in this paper has rotation invariance. 
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4.2. Translation invariance of wavelet moments 

Using the target and the image acquisition system to make a specific positional 
relationship, respectively using the left and right sides of the same distance from the 

image acquisition system to simulate the translation of the target image, the right shift 

image is preprocessed firstly, and the target right shift edge detection image is 

obtained as shown in fig.7, Fig.8 is a three-level wavelet decomposition diagram of 
the right-shifted image, as shown in Fig.8.The second modified Hu moment feature 

extraction is performed on the right-shifted three-level sub-image, and the wavelet 

moment feature vector of each sub-image is obtained, as shown in Table 3. 

 

Figure 7. Target right shift edge image 

 

Figure 8. Three-level wavelet decomposition of the right-shifted image 

Similarly, the pre-processed image is firstly decomposed by three-level wavelet, 

and the second wavelet moment feature vector is extracted for each sub-image to 
obtain seven invariant moment components per level, It can be seen from Table 1 and 

Table 3, the right-shift target image wavelet feature vector and the reference image 

are numerically compared in a 2% error range, The wavelet moment feature vector of 
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the right-shifted image is approximately equal to the wavelet moment feature vector 

of the reference image, so the wavelet moment proposed in this paper has translation 

invariance. 

Table 3. Three-dimensional wavelet moment feature vector of right shift image 

Energ
y 

Level 
(e+07) 

Feature 
Vector 

       

First 
level 

e1 

3.7024 
5.243

1 
12.662

6 
18.321

1 
20.138

8 
40.801

8 
26.511

0 
39.980

2 

Secon
d level 

e2 

5.0120 
5.972

4 
14.023

6 
20.027

3 
22.352

4 
43.820

1 
30.127

8 
44.548

4 

Third 

level 

e3 

38.205
1 

6.785
2 

15.454
7 

21.955
9 

24.362
2 

48.325
1 

33.087
5 

47.627
6 

4.3. Proportional invariance of wavelet moments 

The images of 5 meters and 10 meters away from the image acquisition system 
(reference map) were used to simulate the scaling of the image to study the 

proportional invariance of the wavelet moment，Fig.9 is a target image of the target 

image acquisition system 10 meters, and Fig.10 is a three-level wavelet decomposition 

diagram of the 10 meter image, as shown in Fig.9 and Fig.10. 

 

Figure 9. Image edge map of 10m image 
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Figure 10. Three-level wavelet decomposition of 10m image 

The second-order Hu-moment feature extraction is performed on the 10-meter 

three-level sub-image to obtain the wavelet moment feature vector of each sub-image. 

The details are shown in Table 4. 

Table 4. Three-dimensional wavelet moment feature vector of 10m image 

Energ
y 

Level 

(e+07) 

Featur
e 

Vector        

First 
level 

e1 

6.7281 
5.415

0 

11.844

1 

18.752

6 

21.940

9 

43.499

1 

27.876

4 

44.312

1 

Secon
d level 

e2 

6.6769 
6.107

9 
13.230

6 
20.830

1 
24.025

4 
47.670

3 
30.654

8 
48.505

6 

Third 
level 

e3 

6.5764 
6.800

5 
14.616

4 
22.910

2 
26.100

6 
51.841

9 
33.424

5 
52.756

5 

 

Similarly, the pre-processed image is firstly decomposed by three-level wavelet, 

and the second wavelet moment feature vector is extracted for each sub-image, and 

seven invariant moment components of each level are obtained. It can be seen from 

Table 1 and Table 4, the wavelet feature vector of the 10m target image compared 
with the reference image are in the 2% error range, and the 10 m image wavelet 

moment feature vector is approximately equal to the reference image wavelet moment 
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feature vector. Therefore, the wavelet moment proposed in this paper satisfies the 

translation invariance. 

Compare the target's seven invariant moment values at each level after translation, 

rotation, and scaling, the seven wavelet moment feature vectors in the first-order 

energy are shown in Fig.11, the seven wavelet moment feature vectors in the second-

order energy are shown in Fig.12, the seven wavelet moment feature vectors in the 
third-order energy are shown in Fig.13.By the target translation, rotation, and scaling, 

the values of the seven wavelet moment feature vectors in each level are 

approximately equal. Therefore, the wavelet moment has translation, rotation, and 

scale invariance, it can reflect the characteristics of the image. 

 

Figure 11. First-order wavelet moment feature vecto 

 

Figure 12. Second-order wavelet moment feature vector 
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Figure 13. Third-order wavelet moment feature vector 

It can be seen from Fig.11, Fig.12 and Fig.13 that the seven wavelet moment 

feature vector curves on the primary, secondary and tertiary sub-images are consistent 
in four cases. Therefore, the wavelet moment has translation, rotation, and scale 

invariance. It can reflect the characteristics of the image and provide feature data for 

the target recognition. 

5. Vehicle identification 

5.1. Minimum neighbor distance 

The nearest neighbor method measures the degree of similarity between the test 

vector and the sample vector. Using the minimum distance to measure this similarity, 

the Euclidean distance between the test vector and the sample vector is obtained. If 
the value of Euclidean distance is larger, it indicates that the test vector is different 

from the template sample. If the value is smaller, it can be regarded as the same type. 

The Euclidean distance between xi and xj is defined as: 

                              (21) 

After the Euclidean distance between the samples is obtained, the minimum value 

is set according to the Euclidean distance between the tested sample and the known 
sample, set with p class, {wi, i=1,2,…p}, Similar sample template is {Ni, i=1,2,…n}, 

the discriminant function for discriminating which class the unknown sample belongs 

to is： 

( ) ( ) ( )( )
2

1

,
n

i j i j

k

d x x x k x k
=

= −
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                         (22) 

Decision rule: 

If satisfied: 

                      (23) 

Then the decision is: xwj 

5.2. Vehicle identification experiment 

The actual vehicle is subjected to a simulation experiment, the specific steps are 

as follows: 

(1) Use the image acquisition system, the image of the vehicle to be identified is 

obtained. 

(2) Use the above analysis theory, the two types of images are separately subjected 

to image preprocessing, geometric feature vector extraction, and wavelet moment 

feature vector.； 

(3) Calculate the average of the feature quantities of the same sample, and the 

feature library is established.； 

(4) Calculate the European distance： 

                        (24) 

In equation (24), Xi is the characteristic value of the sample to be tested, σ and the 

threshold are compared. 

(5) According to the comparison result, when the threshold is less than the 

threshold, the sample to be tested and the template are classified into one class, and if 

it is greater than or equal to the threshold, it is judged as “interference”. 

(6) Take the target of “interference” as a sample, the eigenvalues of such targets 

are recalculated together with the previous samples of the same type, the new mean 

of the calculated sample is written into the signature database of the sample as a new 

criterion 

The experimental samples are: car, truck, electric motorcycle. The visible light 

images of the four front and rear left and right views of the car are collected, as shown 

in Fig.14, the visible light images of the four front and rear left and right sides of the 

truck are collected, as shown in Fig.15, the front and rear visible light images of the 

electric motorcycle are collected, as shown in Fig.16. 

( ) min , 1, 2,...,k

i i i
k

g x x x k N= − =

( ) ( ) min , 1,2,...,i i
i

g x g x i p= =

( ) ( ) ( )
2 2 2

1 1 2 2 ...i i n inX X X X X X = − + − + + −
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Figure 14. Car position pictures in all directions 

 

Figure 15. Truck position pictures in all directions 

 

Figure 16. Electric motorcycle position pictures in all directions 
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In the experiment, the visible light camera was adopted as a single sensor, and 

there are three kinds of target samples, namely: a certain type of car, truck, electric 
motorcycle, the three types of targets are in a specific positional relationship with the 

acquisition system, and the original visible light image is obtained. After translation, 

rotation and scaling, 20 images of each type of target are obtained, among them, 1-4 

are obtained by panning the original image, 5-16 are rotated by the original image, 
and 17-20 are obtained by scaling the original image. There are 60 kinds of visible 

light images in three types. The sample images are preprocessed, the Hu moment and 

wavelet moment of the sample image are extracted, and the feature library is 

established separately. Take 10 visible images of the car as a test set, the car sensor 
recognition experiment was carried out，in the same way, the image of the truck and 

the electric vehicle was taken, and the sensor identification experiment was carried 

out, the Euclidean distance between the feature vector extracted from the test set and 

the feature vector in the template library is calculated, and the minimum value in the 
distance is obtained, that is, the vehicle corresponding to the minimum value is the 

recognition result. The visible light images are collected, and the Hu moment and 

wavelet moment feature vectors are extracted respectively. The recognition results in 

the two cases are obtained by the minimum distance method, as shown in Tables 5 

and 6. 

Table 5. Hu moment is used for the recognition rate of vehicle images 

Category Car Truck Electric bicycle 

Training set G1(50) Samples Number Samples Number Samples Number 

Test set G2(20) 
Right Wrong Right Wrong Right Wrong 

4 6 3 7 3 7 

Recognition rate (%) 40 30 30 

Table 6. Invariant moments for the recognition rate of vehicle images 

Training set G1(50) Samples Number Samples Number Samples Number 

Test set G2(20) 
Right Wrong Right Wrong Right Wrong 

5 5 5 5 6 4 

Recognition rate (%) 50 50 60 

 

Vehicle identification is carried out for car, truck and electric motorcycle 

respectively. Image preprocessing is performed on the acquired images. Hu moments 

and wavelet moment features of the target images are extracted respectively. The 
minimum adjacent distance classification method is used to identify cars, trucks and 

electric vehicles. Table 5 shows that the Hu moments of the three vehicles are feature 

vectors, and the car recognition rate is 40%, the truck recognition rate is 30%, and the 



A novel vehicle feature extraction algorithm     241 

electric vehicle recognition rate is 30%. Table 6 shows that the wavelet moments of 

the three vehicles are extracted as feature vectors; they are 50% for the car, 50% for 
the truck, and 60% for the electric vehicle. Comparing Table 5 and Table 6 for the 

recognition rate of various vehicles, the conclusion can be drawn: for the same target 

image, the two feature extraction methods are compared, and the wavelet moment of 

the image is extracted, and the final recognition result is better. Therefore, based on 
the wavelet moment feature extraction method, the vehicle image classification result 

is well obtained. 

6. Conclusion 

In this paper, the characteristics of wavelet energy and Hu invariant moment are 
introduced in detail. On the basis of the influence of the scale factor on Hu moment, 

the seven components of Hu moment are modified. A feature extraction method based 

on wavelet moment is proposed and applied to vehicle feature extraction. Experiments 

show that the feature quantity obtained by this method has stability and is not sensitive 
to the translation, rotation and scaling of the target. Through the vehicle recognition 

experiment, the Hu moment and the wavelet moment of the image are respectively 

extracted to obtain the respective recognition results; the experimental results show 

that the recognition rate of the wavelet moment of the extracted image is higher than 
that of the traditional Hu moment feature extraction. The wavelet moment feature 

quantity proposed in this paper can reflect the important and original attributes of the 

image and provide feature vectors for subsequent vehicle identification. 
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