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The proliferation of smart mobile terminals has weakened the attention and reduced the 

learning efficiency of students, making them more likely to lower their heads. To quantify 

the classroom participation, it is helpful to detect the head raising rate (HRR) of students in 

classroom. To this end, this paper puts forward a novel method to recognize the HRR of 

students in classroom. Based on the map of predicted facial features, an extraction method 

was developed for the salient facial features of students, and used to realize model matching 

between facial contour and facial organ. Next, the face orientation of each student was 

determined by soft label coding. After that, a multi-task convolutional neural network 

(CNN) was constructed to detect the HRR of students. The authors also explained the 

regularization of the loss function, and the steps of target detection. The proposed method 

was proved effective through experiments. The research results provide a reference for the 

application of head posture recognition in other fields. 
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1. INTRODUCTION

During traditional classroom teaching and online teaching, 

the learning efficiency of the students is easily affected by the 

use of smart mobile terminals, which weakens student 

attention and makes them more likely to lower their heads [1-

3]. Compared with other teaching analyses tools, the 

quantification of classroom participation helps to promote the 

autonomous and in-depth learning among students [4, 5]. In 

the learning process, the line of sight, head posture, and facial 

expressions of a student can reflect his/her cognitive and 

emotional participations in the classroom. These non-verbal 

data can be obtained by corresponding algorithms [6-9].  

With the rapid development of artificial intelligence (AI), 

intelligent video analysis and deep learning have become 

increasing popular [10-13]. To ensure the effect of classroom 

teaching and learning efficiency, it is of great practical 

significance to detect the head raising rate (HRR) of students 

based on AI technologies capable of recognizing head postures. 

The existing studies on face detection and recognition mainly 

tackles two issues: extraction of facial features, and statistics 

and comparison of facial images. Many features are taken as 

the bases for judgement, including facial contour, skin color, 

and texture [14-17]. 

On the extraction of facial features, Bhiwapurkar et al. [18] 

processed the facial contour, skin color, and texture through 

image sharpening and smoothing, and improved the accuracy 

of finding the matching images in the massive image library 

for the target face. Smulders et al. [19] combined facial 

contour, skin color, with texture, enhanced the hybrid feature 

with a self-designed gray-level co-occurrence matrix, and 

effectively mitigated the disturbance of the complex image 

background or poor image quality to facial detection and 

recognition. Lee et al. [20] conducted template matching 

between skin color and texture of human faces, identified the 

skin area in target images by the Gaussian mixture model, and 

pinpointed the faces in the images based on the facial contour. 

On the statistics and comparison of facial images, Howie et 

al. [21] filtered the redundant information in facial images, 

using a machine learning algorithm and principal component 

analysis (PCA), and classified facial faces through k-means 

clustering (KMC). To improve the accurate and speed of facial 

recognition by Haar facial feature classifier, Douglas and 

Gallagher [22] adopted the adaptive boosting (AdaBoost) 

algorithm to cascade multiple Haar facial feature classifiers 

into a strong classifier, which is suitable for facial detection 

from multiple angles. Velasco et al. [23] constructed an 

AdaBoost classifier cluster to detect faces in four postures, and 

integrated the detection and recognition result of each 

classifier into the final classes. 

The prerequisite for judging the student participation in 

class is to accurately position the head posture of each student. 

Gilchrist et al. [24] designed a deep convolutional neural 

network (CNN) to locate the three-dimensional (3D) 

distribution of salient facial features, match the locations of 

these features with the key points in the template, and evaluate 

the head postures by the 3D deflection angle of the face. Using 

the Kinect somatosensory device, Weidling and Jaschinski [25] 

collected the skeleton data of multiple students in the 

classroom, and monitored, recognized, and classified the 

learning states of the students based on the head and neck 

skeleton data. Mencarelli et al. [26] tracked and recognized the 

head movement trajectory of a single student in the classroom 

surveillance video, and classified the classroom participation 

by support vector machine (SVM). 

The existing algorithms or models for head posture 

recognition rely too much on the tracking and measurement of 

head movement trajectory, failing to achieve a high accuracy 

in complex scenes. If the student bodies are overlapped or 

severely occluded in the classroom, it is difficult to pinpoint 
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the salient facial features, as the body reflection angle 

increases. Moreover, the deep CNN is too slow in computing, 

despite its strong analysis power. To accurately detect the head 

raising states of students in classroom, this paper puts forward 

a novel detection method for the head raising rate (HRR) based 

on head posture recognition. 

The remainder of this paper is organized as follows: Section 

2 introduces the extraction of salient facial features of students, 

and completes the model matching between facial contours 

and facial organs, with the aid of the map of predicted facial 

features (PFFM); Section 3 determines the face orientation of 

each student based on soft label coding, and optimizes the 

probabilistic distribution of facial postures; Section 4 

constructs a multi-task CNN for detecting the HRR of students, 

explains the regularization of the loss function, and specifies 

the steps of target detection; Section 5 verifies the 

effectiveness of the proposed method; Section 6 puts forward 

the conclusions. 

2. EXTRACTION OF SALIENT FACIAL FEATURES

Figure 1. The process of extracting salient facial features 

As shown in Figure 1, this paper extracts the salient facial 

features of students in classroom in three steps. 

Step 1. Predict the salient facial features of front facial 

images, and the obtain coordinates of the feature points to be 

detected and their surrounding sampling points. 

A total of 12,500 images on students in classroom learning 

were selected. In each image, 60 facial feature points to be 

detected had already been labeled. Let (ai, bi) be the 

coordinates of each feature points. Then, the set of coordinates 

of all feature points can be expressed as: 

1 1 2 2( , , , ,..., , )N NFP a b a b a b= (1) 

Through the PCA, the value of FP can be solved using the 

structure parameter SP of facial contour model: 

FP FP PCA SP= +  (2) 

where, FP' is the mean eigenvector of FP; PCA is the PCA 

matrix; FP' is the mean operation of the coordinates of all 

feature points in FP: 
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The eigenvalue λj of each matrix element could be obtained 

through calculation. The first M eigenvectors constitute the 

column vector of the structure change matrix SCM of facial 

contours. Then, the SP can be solved by: 

( )TSP SCM FP FP= − (5) 

Formula (5) shows that the SP, consisting of weight vectors 

reflecting the changes in facial contours, helps to determine 

the salient feature points. After the training of facial contour 

model, all the feature points in the initial images to be detected 

were sampled in the minimum difference neighborhood, 

followed by the construction of the set of sample coordinates. 

Step 2. Generate the PFFM EF(a, b), and judge whether a 

point in the set of sample coordinate is the best matching point 

against the existing facial organ models. 

The judgement was realized by a layer in a self-designed 

neural network, which is responsible for the nonlinear 

mapping between sampling pixels and outputs. The network 

training was completed, using the set of facial organ templates. 

Once the best matching points to the feature point were 

determined in the minimum difference neighborhood, the 

similarity between each point and the feature point was 

evaluated, and the most similar point in the minimum 

difference neighborhood was selected to produce the PFFM. 

Step 3. Based on EF(a, b) and facial organ models, construct 

the objective function O(X) under the facial contour change 

constraint and matching judgement constraint: 

1

( ) ( ) ( ; )
N

i i

i

O x C x L a
=

= +  (6) 

where, C(x) is the matching accuracy facial contour model. 

The greater the C(x) value, the better the matching with the 

facial contour. The matching judgement constraint represents

the matching accuracy of the facial organ model. The larger

the constraint, the better the matching with facial organ. If the 

target feature point is judged as the best matching point, the 

objective function (6) is equivalent to the similarity estimation 

between probabilistic model parameters in maximum

probability, i.e. the maximum likelihood estimation (MLE): 

1

( ) ( 1| , )
N

i i

i

L x l r a
=

= =  (7) 

where, l={Z, R, T} is the results of linear transforms like 

scaling Z, rotation R, and translation of the model; ri is a binary 

function that characterizes the best matching point; if yes, ri 

=1; otherwise, ri =-1. The natural logarithm of formula (7) can 

be expressed as: 
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In formula (8), the maximum probability is estimated 

approximately after the conversion of the probability space, 

producing the coordinates of the ideal feature point. 

 

 

3. DETERMINATION OF FACE ORIENTATION  

 

After positioning and extracting the feature points of student 

faces, this paper further determines the orientation of each 

student face. Let OVQ = [A, B, C] be the face orientation vector 

representing the head posture. The vectors of possible face 

orientations are shown in Figure 2. If a student is inattentive in 

class, he/she does not face forward. In this case, the orientation 

vector is inconsistent with the C-axis direction, that is, OVQ 

is not equal to the C-axis unit vector c = [0, 0, 1].  

 

 
 

Figure 2. The vectors of face orientations 

 

Before judging the HRR, it is critical to measure the 

deviation of the face orientation from the front. Here, the angle 

between the vector OVQAoC of OVQ projected to the AoC 

plane in the field of view (FOV) and the C-axis is defined as 

the yaw angle, and the angle between the vector OVQBoC of 

OVQ projected to the BoC plane in the FOV and the C-axis is 

defined as the itch angle. The projections can be described by: 
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Since the feature matching of face orientation carries the 

characteristics of ordinal regression tasks, the probability of 

face orientation belonging to a class can be expressed as a soft 

label based on inter-class distance: 
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where, δtrue is the true class of sample images δi ascribed to 

class P; h(δtrue, δti) is the metric function between δtrue and δti. 

As shown in formula (10), the class similarity is measured by 

Euclidean distance and logarithmic difference. 

However, the head deflection of students does not lead to 

great changes in the coordinate value. To enhance model 

generalization and recognize head posture accurately, this 

paper preliminarily judges the classification range of head 

postures, and computes the head posture coordinates through 

direct regression, provided that the judgement is correct. 

Figure 3 explains the calculation of the classification error of 

face orientation. 

 

 
 

Figure 3. The calculation of the classification error of face 

orientation 

 

The classification error of image samples was calculated in 

the fully connected layer of the self-designed neural network. 

Compared with the cross-entropy function in one-hot 

encoding, the soft label-based classification of face 

orientations is suitable to adopt Kullback–Leibler (KL) 

divergence as the loss function. The probabilistic distribution 

of the classes of the face orientation vector [A, B, C] can be 

computed by: 
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   (11) 

 

where, υk
s is the coordinate value of the soft label for image 

sample [A, B, C] corresponding to the k-th class; ηk
τ is the 

coordinate value of the softmax layer output for image sample 

[A, B, C] corresponding to the k-th class. 

In the proposed neural network, the softmax layer outputs 

the probability of the face orientation in each sample 

belonging to each class. Due to the small posture difference 

between adjacent classes, the output probability is low if the 

classification is wrong, and high if the classification is correct. 

Taking the expected output probability as the loss of the actual 

coordinate value of [A, B, C], the mean squared error (MSE) 

can be computed by: 

 

( )( )  
2

1

1 Q

i i

i

MSE EXP , A,B,C
Q



   
=

= −    (12) 

 

where, Q is the number of image samples involved in neural 

network training, EXP(ηυi) is the expected output probability 

of the softmax layer for image sample [A, B, C]; υ'
i is the true 

coordinate value of the face orientation vector in the i-th image 

sample. 
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The loss function of the system model, encompassing 

classification loss function (11) and regression loss function 

(12), can be established as: 

 

 Loss KL MSE , A,B,C   = +    (13) 

 

Drawing on label smoothing and regularization, this paper 

further optimizes the soft label representing head postures into 

a probabilistic distribution of postures. First, the yaw angle and 

the pitch angle were combined into an angle pair θYP, where Y 

and P are the number of soft labels for the yaw angle and the 

pitch angle, respectively. The head posture distribution of the 

image samples can be calculated by:  
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where, Λ is the covariance matrix:  

( )

( )

2
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  (15) 

 

Since the head postures vary between orientations, there 

exists an inequality [τ×(φ×σ)]2<(φ×σ)2, and the value of 

element τ falls in [0.5, 1]. The workflow of face direction 

determination is illustrated in Figure 4. 

Due to differences in head posture in different directions, 

there is an inequality [τ×(φ×σ)]2<(φ×σ)2, and the value range 

of the element τ is [0.5, 1]. Figure 4 shows the process of 

determining the student's face orientation. 

 

 

4. NEURAL NETWORK CONSTRUCTION 

 

4.1 Regularization of loss function 

 

Before setting up the HRR detection neural network, the 

first step is to regularize the MLE loss function. Let IS be the 

set of input image samples; Label be the set of soft labels, i.e. 

the probabilistic distributions of head postures. 

 

 

 
 

Figure 4. The workflow of face direction determination 

 

Then, the parameter γ that meets the maximum condition of 

the posterior probability PP(γ|IS, SL) needs to be searched for 

continuously: 

 

( )argmaxPP IS,SL  =   (16) 

 

Under Bayes’ Theorem, formula (16) can be optimized into:  

 

( ) ( )arg max PP IS,SL PP    =     (17) 

 

Treating the PP(IS, SL), which is independent of (IS, SL) as 

a constant:  

 

( ) ( )( )arg max PP IS,SL PP   =    (18) 

 

Formula (18) can be written in logarithmic form:  

 

( ) ( )( )arg max log logPP IS,SL PP   = +   (19) 

 

The neural network aims to further fit the soft labels 

(probabilistic distributions). Thus, the KL divergence was 

adopted again to measure the distance between the output of 

the likelihood density function PP(IS, SL|γ) and the preset 

value of label O*
s:  

 

( ) ln s
s

s s

O
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=   (20) 

 

Suppose the noises conform to the Gaussian distribution, 

the prior term PP(γ) can be expressed as:  

( )

2
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PP e
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Formula (19) can be optimized into:  

 

2

2
arg min ln s
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s s
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O
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   (22) 

 

The loss function of the probabilistic distribution model for 

head postures can be redefined as:  

 

2

2
ln s

s

s s

O
Loss O

O
 


= +   (23) 

 

where, μ is the regularization coefficient of L2. To prevent 

overfitting, the μ value is generally set to 1×10-4. 

 

4.2 Structure and workflow of multi-task CNN  

 

Our neural network is a multi-task CNN composed of a 

rapid proposal network P-Net, an optimization network R-Net, 

and an output network O-Net. The structures of P-Net, R-Net, 

and O-Net are displayed in Figures 5-7, respectively. 

Based on the fully CNN structure, the P-Net firstly detects 

the salient facial features from low resolution to high 

resolution according to the image pyramid, performs feature 

matching of face orientation through direct regression, 

calculates the coordinates of head postures, and completes the 

continuous search under the constraint of parameter γ by non-

maximum suppression. 

Based on soft label coding, the R-Net further clarifies the 
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classification range of head postures, computes the 

classification error of image samples with an additional fully-

connected layer, and further optimizes the soft labels into the 

probabilistic distributions of head postures. 

The O-Net adds a pooling layer to the R-Net. This additional 

layer further refines the salient facial features and orientation 

features. Unlike the P-Net and R-Net, the O-Net has many 

supervision links, and outputs 60 salient facial features and 30 

kinds of orientation features. 

 

 
 

Figure 5. The structure of P-Net 

 

 
 

Figure 6. The structure of R-Net 

 

 
 

Figure 7. The structure of O-Net 

 

Based on the three networks in the multi-task CNN, the 

HRR detection can be broken down into three tasks: facial 

feature estimation, salient feature extraction, and orientation 

feature extraction (Figure 8). 

(1) Facial feature estimation 

The learning objective was defined as a binary classification 

problem between the facial area and the non-facial area. The 

loss function can be expressed as: 

 

log( ) (1 )[1 log( )]face face face

i i face i i face iLoss O p O p− −= − − − −   (24) 

 

where, pface-I is the probability that the predicted result of the 

neural network is a facial area; Oi
face is the classification result 

with correct class label for the facial area. 

(2) Salient feature extraction 

Similar to feature matching of face orientations, the 

matching of facial organs is a direct regression problem. The 

loss function can be described as the minimum Euclidean loss 

function: 

 
2

2

significant significant significant

i i iLoss O O= −   (25) 

 

where, O'isignificant is the coordinate value of a salient facial 

feature predicted by the neural network; Oi
significant is the 

coordinate value of a salient feature with correct class label. 

(3) Orientation feature extraction 

Since the feature matching of facial orientations carries the 

characteristics of ordinal regression tasks, the training of the 

network aims to minimize the deviation of the network output 

from the true value. The loss function can be described as a 

Euclidean loss function: 

 
2

2

orientation orientation orientation

i i iLoss O O= −   (26) 

 

where, O'iorientatio is the probabilistic distribution of the classes 

of facial orientation vectors predicted by the neural network; 

O'iorientatio is the classification result with correct class label 

outputted by the neural network.  

 

 

5. EXPERIMENTS AND RESULTS ANALYSIS 

 

To verify the effectiveness of our neural network in HRR 

detection, the multi-task CNN was constructed according to 

Figures 5 and 6, and trained and tested on 12,500 collected 

images on students in classroom learning. The specific tasks 
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were allocated to the P-Net, R-Net, and O-Net in the multi-

task CNN reasonably, and the application effects on facial 

feature estimation, salient feature extraction, and orientation 

feature extraction were discussed in details. Figure 9 presents 

the results of our network in facial feature estimation. 

 

 
 

Figure 8. The workflow of the multi-task CNN 

 

 
 

Figure 9. The results of our network in facial feature 

estimation 

 

The positioning rates and accuracies of multiple facial 

feature estimation methods were compared to demonstrate the 

effectiveness of our network in facial feature estimation. As 

shown in Table 1, the constrained local model, which makes 

use of local textures, outperformed the active appearance 

model, which is built on global texture statistics. The proposed 

method for facial feature estimation had a clear edge over the 

other methods in mean positioning time and positioning 

accuracy. This verifies the rationality and effectiveness of our 

method. 

Next, a contrastive experiment was carried out to verify the 

effectiveness of the proposed method for facial orientation 

judgement. The cumulative index of angle error can 

characterize the image samples under the upper bound of the 

angle error as a proportion of all image samples. Therefore, the 

generalizability of our method was measured by the 

cumulative index of the labels corresponding to the head 

postures (Figure 10). It can be clearly inferred that our method 

achieved a mean accuracy up to 95% in the recognition of 

facial orientations under the upper bounds 1-100 of the angle 

error. 

 

Table 1. The performance comparison between multiple 

facial feature estimation methods 

 
Model Mean positioning time Accuracy 

Active shape model 1.921s 92.57% 

Active appearance model 0.698s 97.43% 

Constrained local model 0.713s 96.71% 

Our network 0.541s 99.23% 

 

 
 

Figure 10. The curve of the cumulative index of the labels 

corresponding to the head postures 

 

Then, the coordinate values of [A, B, C] in the FOV were 

divided into 30 kinds, each of which covers 6°. Taking the 

right deflection as the positive direction of A-axis, upper 

deflection as the positive direction of B-axis, and forward 

orientation as the positive direction of C-axis, the probabilistic 

distributions of FOV values, one-hot codes, and soft labels for 

head postures were obtained (Figure 11). It can be seen that, 

unlike one-hot codes, the soft labels had values and 

approximated normal distribution on all 30 kinds, and 

characterized sufficient information. The results also show 

that soft labels carry the characteristics of ordinal regression 

tasks, and guarantee stable training and fast convergence of the 

network. 

 

 
 

Figure 11. The probabilistic distributions of FOV values, 

one-hot codes, and soft labels for head postures 

 

To verify the effect of our method in head posture detection, 

the face orientations detected by different algorithms were 
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compared through experiment. The performance of each 

algorithm was measured by yaw angle, pitch angle, and 

comprehensive angle deviation (CAD). The smaller the mean 

absolute error (MAE), the less significant the detection error, 

and the more effective the corresponding algorithm. As shown 

in Table 2, our method outperformed 3D Pose of 

unconstrained faces (PFA), DLib object detection algorithm, 

Face alignment depth network (FAN) objection detection 

algorithm, and Hopenet face matching algorithm, an evidence 

to its good effect in head posture detection. 

 

Table 2. The performance comparison between face 

orientation detection methods 

 

Method 
Detection error (°) MAE (°) 

Yaw Pitch CAD Yaw Pitch CAD 

3D PFA 24.17 18.17 19.17 23.88 16.25 18.49 

DLib 13.57 12.39 12.77 12.77 13.76 12.54 

FAN 12.76 13.54 12.90 11.54 15.64 13.79 

Hopenet 10.13 13.25 12.09 12.21 13.77 12.85 

Our method 8.21 11.09 9.17 9.45 12.10 9.61 

 

To verify its accuracy in face orientation classification, our 

neural network was compared with four popular CNNs, 

namely, traditional CNN, 3D CNN, deep CNN, and deep 

residual network (DRN), through the training on the set of 

collected images on students in classroom learning. Figure 12 

compares the classification accuracies of different networks on 

face orientations. Obviously, our network achieved the highest 

classification accuracy, which was stabilized after six training 

cycles. 

 

 
 

Figure 12. The classification accuracies of different 

networks on face orientations 

 

Table 3 further compares the classification performances of 

different neural networks on face orientations. The data in the 

table manifest the effectiveness and accuracy of our network. 

 

Table 3. The classification performances of different 

networks on face orientations 

 
Network Precision Recall F-score MSE 

Traditional CNN 0.809 0.794 0.811 0.0143 

3D CNN 0.847 0.831 0.849 0.0102 

Deep CNN 0.841 0.857 0.865 0.0079 

DRN 0.858 0.865 0.859 0.0065 

Our network 0.927 0.918 0.921 0.0023 

 

 

6. CONCLUSIONS 

 

This paper mainly designs a novel method to detect the 

HRR of students in classroom, based on head posture 

recognition. Firstly, the salient facial features were extracted. 

By plotting the FFPM, the model matching was realized 

between facial contours and facial organs. Then, the face 

orientations were determined based on soft label coding, and 

the probabilistic distribution of head postures was optimized 

step by step. Finally, a multi-task CNN was constructed for the 

HRR detection, the loss function was regularized, and the three 

tasks were implemented in turn, namely, facial feature 

estimation, salient feature extraction, and orientation feature 

extraction. Experimental results show that our method has a 

clear edge over the other methods in facial feature estimation, 

and a much higher accuracy in the classification of face 

orientations. 
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