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Abstract  

Many machine learning methods can’t obtain higher classification performance because of 

the characteristics of high dimension and small samplest of gene expression profile. This paper 

proposes an improved rotation forest algorithm based on heterogeneous classifiers ensemble to 

classify gene expression profile.Firstly, all the original genes are ranked by using relieff algorithm, 

and then some top-ranked genes are selected to build a new training subset from original training 

set. Secondly, because decision tree classifier in rotation forest algorithm has the disadvantages of 

local optimum and overfitting,an improved rotation forest algorithm based on heterogeneous 

classifiers is proposed to overcome above problems.Here,heterogeneous classifiers based on 

support vector machine, decision tree and extreme learning machine, replace decision tree in 

rotation forest algorithm and are used to train base classifiers, and then the heterogeneous base 

classifiers will have the higher diversity each other to improve ensemble performance 

furtherly.Experimental results on nine benchmark gene expression profile datasets show our 

proposed algorithm is better than traditional rotation forest, bagging and boosting. It improves not 

only classification accuracy, but also has high stability and time efficiency. 
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1. Introduction 

DNA microarray technology is a technological breakthrough in the field of molecular 

biology in the 21st century, and it is possible to detect the expression levels of thousands of genes 

in a single experiment. It will help to classify diseases according to expression levels of genes in 

normal and tumor cells from molecular biology aspect. Therefore, the classification of gene 

expression profile has gained more and more attentions in recently years [1-4]. 

In the past years, Decision tree (DT)[5,6], Artificial neural network (ANN)[7], Bayesian 

networks[8],K-nearest neighbor (KNN)[9,10] and Support vector machine (SVM)[11-14] were 

widely used in gene expression profile classification. However, these methods always cannot 

obtain better classification performance because of small samples and high dimension of gene 

expression profile. Especially, since it is not known in advance which classifier is the best for a 

particular classification problem, and it is impossible that all the methods are implemented and 

compared, how to choose the appropriate classifier is very difficult for a particular problem. 

Furthermore, the researches show the best single classifier who classify all the gene expression 

profiles datasets is not exist.  

In 1990, Ensemble learning is proposed to solve these problems and gained better 

performance than single classifier. Multiple base classifiers are trained according to certain 

strategies, and then outputs of all the base classifiers are combined to classify new samples. 

Because the errors of one classifier are averaged out by the correct classification of another 

classifier in ensemble. Therefore, ensemble learning can reduce the risk of selecting a poor 

performance classifier to improve classification performance, and gains more and more attentions 

in the fields of data mining [15]. Krogh indicate precision and diversity of base classifiers usually 

affect ensemble performance in 1995.Especially, increasing the diversity of base classifiers can 

improve ensemble performance on the premise of guarantying precision of every base classifiers. 

Bagging [16], Boosting [17], Random Subspace [18] and Random Forest [19] are effective 

ensemble methods and usually get higher classification performance in recently years.  
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Rotation Forest, proposed by Rodriguez in 2006, is a new ensemble algorithm. Its main idea 

is different feature spaces are generated by using different features, and original training set is 

mapped to different new feature spaces to generate many different training subsets with high 

diversity according to the above feature spaces, and then PCA is used to improve precision of 

training subsets [20-25]. Many researches indicate classification performance of rotation forest is 

significantly higher than that of traditional ensemble methods (bagging, boosting, random forest, 

etc) because of improving precision and diversity of base classifiers. However, decision tree is 

employed to train base classifier in rotation forest algorithm, and decision tree will lead to the 

overfitting problem due to the complexity of classifier and local optimum, and then it usually 

affect ensemble performance of rotation forest. 

Extreme learning machine (ELM), proposed by Guang-Bin Huang in 2004, is a new neural 

network learning algorithm. The unique feature of ELM is the input weights and thresholds in the 

hidden layer are randomly assigned and never adjusted. In addition, ELM has faster learning 

speed and higher generalization performance because it uses single hidden layer feedforward 

neural network (SLFN) to reduce the learning time of the algorithm, and is widely used in 

regression and classification problems [26-29]. 

This paper proposes an improved rotation forest based on heterogeneous classifiers to 

classify gene expression profile. Firstly, In order to decrease the dimension of gene expression 

profile and eliminate irrelevant and redundant genes, all the genes are ranked by using relieff 

algorithm [30] and the top-ranked genes are selected to build new training subset. Secondly, due 

to decision tree has the disadvantages of overfitting problem and local optimum, decision tree are 

replaced the heterogeneous classifiers of extreme learning machine, support vector machine and 

decision tree in improved rotation forest algorithm. It not only overcomes the overfitting problem 

and local optimum, but also increases the diversity among base classifiers. Therefore, the 

classification performance of improved rotation forest is further improved.  

The remainder of this paper is organized as follows: Materials and methods, including to 

relieff, classification algorithm (Decision tree, Support vector machine,Extreme learning 

machine) and improved rotation forest, are given in section 2.Section 3 gives basic ideas and 

steps of our proposed algorithm. Section 4 makes experiments on nine benchmark gene 
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expression profiles and gives the experimental results and analysis. The conclusion is made in the 

end. 

 

2. Materials and methods 

2.1 Relieff algorithm  

Relief is an algorithm based on the measuring of attribute importance proposed by Kira in 

1992, and is an effective feature filter algorithm and obtains higher performance in data mining 

and pattern recognize[30]. 

The core idea of Relief algorithm is to identify the importance of each attribute by its ability 

to identify the class of samples in the vicinity of each attribute. Firstly, the importance of every 

attribute is calculated according relief criterion, which the larger value denotes the attribute has 

better recognition ability. Secondly, the attributes which corresponding value exceed the 

threshold are selected. 

The purpose of the relief algorithm for a given sample is to find two nearest neighbor 

samples of the sample: a sample from the same class of the given sample (called Nearest Hit), 

and another sample from the different class of the given sample (called Nearest Miss). 

In fact, the measure of the importance of attribute A in the relief method is an approximation 

of the difference between the following two conditional probabilities: 

( )W A P= (different values of A | the neighbor samples of different classes -P(different 

values of A | neighbor samples of the same class). 

Relief algorithm can deal with discrete and continuous data, but can only be used for binary 

classification. Relieff algorithm is proposed on the basis of relief by Kononenko in 1994, which 

selects K samples to measure attributes importance according following formula. 

         
1 ( ) 1

( )
( ) ( ) ( ( , , )) / ( ( ( , , ) / ))

1 ( ( )
i

k k

i j i j

j C class x ji

P C
W g W g diff g x H kn diff g x M kn

P class x=  =

= − +
−

             (1) 

where, ( , , ) ( , ) ( , ) ( ) ( )diff g x y value g x value g y max g min g= − − , ( , )value g x denotes the value 

of sample x in attribute g ; ( ) ( )P C num C n= , ( )num C denotes the number of samples in the Cth 
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class; max(g) , min(g)  denotes the maximum and minimum value of all the samples in feature g , 

respectively. 

Relief and Relieff are widely used in the fields of attribute reduction and feature selection 

because of their simple principle, easy understanding, high efficiency and good recognition 

performance. 

Method 1 gives basic steps of Relieff algorithm. 

Method1. Feature selection based on Relieff algorithm 

Input: training set
1 2( , , , )nX x x x= ,features set 

1 2( , , , )mG g g g=  

Output: weight vector of the features 1 2( , , , )mW w w w=  

Step 1: Initialize weight vector of the features: (0,0, ,0)W = ; 

Step 2: For 1i = to n  

(1) 
ix X  ; 

(2) search for k nearest neighbors of 
ix from the same class, called nearHist jH ; 

(3) For each class ( )C class x
i

  

(a) search for k nearest neighbors of
ix from each of the different class, called 

nearMisses jM  

(b) For 1g = to m  

1 ( ) 1

( )
( ) ( ) ( ( , , )) / ( ( ( , , ) / ))

1 ( ( )
i

k k

i j i j

j C class x ji

P C
W g W g diff g x H kn diff g x M kn

P class x=  =

= − +
−

    

End; 

End; 

Step 3: End.  

2.2 Classification algorithm 

2.2.1 Decision tree (DT) 

Decision tree is an effective graphical method to express the process of classifying or 

evaluating an object. Through this graphical approach, it is clear how decisions can be made and 

models can be automatically built from tag samples. Decision trees are generally constructed 

using a bottom-up recursive approach, which the internal nodes in the tree graph of the decision 

tree represent the tests on the attributes and the branches represent the outputs of the tests, and 

each leaf node represents a different class. 
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At present, a series of specific decision tree learning models are produced under the general 

framework of decision tree, such as ID3, C4.5 and CART. Decision tree has the advantages of 

simple algorithm description, easy to understand, fast classification speed and high classification 

accuracy, and has been used in pattern recognize. However, the decision tree is poorly scalable 

and is especially easy to occur over-fitting phenomenon in the data containing noise. 

2.2.2 Support vector machine (SVM) 

Support Vector Machine (SVM) is a new effective machine learning algorithm based on 

structural risk minimization for resolving high dimensions, small samples and nonlinear 

problems, and is widely used in data mining field. The main idea of SVM is original feature 

space is mapped onto a high-dimension space by using an appropriate nonlinear function based 

on Mercer kernel theorem n, and the original nonlinear classification is converted to a linear 

classification problem in this high-dimension space, and then the optimal hyperplane is found to 

separate the samples in new feature space [31]. 

2.2.3 Extreme learning machine (ELM) 

Extreme learning machine (ELM), proposed by Guang-Bin Huang in 2004, is a new neural 

network learning algorithm.ELM has faster learning speed and higher generalization performance 

because it uses single hidden layer feedforward neural network to reduce the learning time of the 

algorithm, and is widely used in regression and classification problems. 

Figure 1 displays the network structure of ELM. The ELM is a three-layer network structure 

including one input layer, one hidden layer and one output layer. The unique feature of ELM is 

the input weights and thresholds in the hidden layer are randomly assigned and never adjusted. 

Compare with traditional learning algorithms, ELM has some advantages of simple structure, fast 

learning speed and high generalization performance. 
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Fig.1. The network structure diagram of ELM 

In the following, a multi-class classification task is assumed. 

Suppose ( , )T X Y= is a training set containing  Q  samples , where n QX  is the inputs of 

training set containing Q  samples and n attributes, m QY  is the outputs of training set containing 

Q  samples and m attributes, that is  
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. 

ELM network is build according training set and has three layers structure with n l m− − , that 

is the number of nodes in input layer is n , the number of nodes in hidden layer  is l  and the 

number of nodes in output layer  is m. 

Suppose w  denotes the weight vector connecting the hidden nodes and the input nodes, 

and  denotes the weight vector connecting the hidden node and the output nodes, that is  
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w w w

w w w
w

w w w


 
 
 =
 
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     ,    
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  

  


  


 
 
 =
 
 
 

  . 

Where jiw  denotes the weight vector connecting the jth hidden nodes and the ith input 

nodes, and jk  denotes the weight vector connecting the jth hidden node and the kth output 

nodes. 
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Suppose b  is the threshold vector in hidden layer, that is  1 2 1[ , ,..., ]l lb b b b 
= . 

So, 1 2, , , Q m Q
T t t t



 =   is the actual output of the network. 

Where,                     

1
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+ 

  
  

+  = = =
  
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 +
  







                                 (2) 

Where,  1 2 1 2, , , , , , ,
T

i i i in j j j jnw w w w x x x x = =   , ( )g x is activation function in hidden layer. 

For the sake of simplicity, the above formula can also be written as follows : H T =  

1 2 1 2 1 2( , , , , , , , , , , , )l l QH w w w b b b x x x  

                         

1 1 1 2 1 2 1

1 2 1 2 2 2 1

1 1 2 2

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

l l

l l

Q Q l Q l Q l

g w x b g w x b g w x b

g w x b g w x b g w x b

g w x b g w x b g w x b


+ + + 
 

+ + +
 =
 
 

+ + +  

                                     (3) 

Suppose ( , )i iT x y= is training set, and parameters ( , )w b are generated randomly, H is 

calculated according to above formula. Then, the weight vector  is calculated according 

following formula.                                         H T +=                                                                (4) 

Where, H + is the generalized inverse matrix of H . 

The basic process of the Extreme Learning machine algorithm is shown in Method 2. 

Method 2. Extreme Learning Machine algorithm 

Input: Training set 1 1 2 2{( , ), ( , ),..., ( , )}n m n m Q n Q mT x y x y x y     = ,activation function ( , , )t t ig w b x ,the 

number of hidden nodes L  

Output: The weight vector connecting hidden nodes and output nodes   . 

Step 1: Determine the structure of ELM network according to practical problem ,that is the 

number of nodes of every layers; 

Step 2: Randomly generate the weight vector connecting hidden nodes and input nodes 
tw and 

the thresholds of hidden nodes tb ; 

javascript:void(0);
javascript:void(0);
javascript:void(0);
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Step 3: Calculate hidden layer output matrix H according to formula (3);  

Step 4: Calculate weight vector connecting hidden nodes and output nodes  according to 

formula (4); 

2.3 The improved rotation forest algorithm 

Rotation Forest is a new and effective ensemble classification method proposed by 

Rodriguez in 2006. The main success of rotation forest is to construct an ensemble classifier 

based on the feature disturbance and PCA transform. The purpose of rotating forest algorithm is 

to train multiple decision trees, and each decision tree is trained by using following way. 

Firstly, the original feature set is randomly divided into several feature subsets, and then 

training subsets are generated according to above feature subsets obtained. Secondly, each feature 

subset is transformed into a new subset by a linear transformation, such as PCA. Thirdly, all the 

new feature subsets obtained are integrated according to a certain principle to reconstruct the 

original feature set, and then base classifiers are generated by using decision tree on above 

training set. Here, the linear transformation of the feature subset corresponds to the rotation of the 

feature axis, even if the feature axis has little rotation, the training set obtained by this method 

also has a large difference and is used to train base classifiers. The diversity of base classifiers 

has higher to improve generalization performance of rotation forest. Finally, the output results of 

all the decision trees are integrated to obtain the output of the ensemble system. Compare to 

bagging and boosting algorithm, Rotation forest has better generalization performance and 

robustness, and is widely used in the field of pattern recognize. 

However, decision tree is employed to train base classifier in rotation forest algorithm, and 

decision tree will lead to the overfitting problem due to the complexity of classifier and 

local optimum, and it usually affect ensemble performance of rotation forest. In order to 

overcome the overfitting problem of decision tree and increase the diversity among base 

classifiers in rotation forest algorithm, an improved rotation forest is proposed. In improved 

rotation forest algorithm, extreme learning machine (ELM), support vector machine (SVM) and 

decision tree (DT) are employed to train base classifiers in the same ensemble to improve 

performance of rotation forest. The one hand, the ensemble of heterogeneous classifiers can 
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increase diversity among base classifiers, on the other hand, extreme learning machine, support 

vector machine and decision tree complement each other. 

Method 3 gives basic steps of improved rotation forest algorithm. 

Method 3. The improved rotation forest algorithm 

Input: training set 1{ , } {( , )}N

i i iQ X Y x y == = contains N samples and 1p + features, N pX R  , 1NY R  ; 

T is the number of base classifiers; f {DT,SVM,ELM}is a base classification algorithm; x is a 

new sample to be classified;
1 2{ , , , }mC c c c= is class labels set. 

Output: ensemble classification result. 

1.Generating phase of base classifiers 

Step 1: For 1,2,3 ,t T=      

Step 2: Calculate the rotation matrix a

tR for the tth classifier
tC . 

Step 2.1: Randomly split the original attribute set F into K subsets , ( 1, 2, , )t kF k K= .Where 

any two subsets ,t iF , ,t jF don’t intersect and the attribute number of every subsets almost equal. 

Step 2.2: For 1,2,3 ,k K=  

    (1)Select the column of X that correspond to the attributes in ,t kF to build a training set ,t kX . 

(2)Generate a training subset ,t kX  (with 75% sample size of ,t kX ) from ,t kX by using bootstrap. 

 (3)Obtain ,t kD from ,t kX  based on PCA, whose ith column consist of the coefficients of the ith 

principal component. 

Step 2.3: End 

Step 2.4: Arrange ,t kD ( 1,2, , )k K=  into a diagonal matrix
1 0

0

t

t

tk

D

R

D

 
 

=
 
  

. 

Step 2.5: Rearrange the rows of tR  to construct the rotation matrix a

tR so that they correspond 

to the original features in F . 

Step 2.6: Build the base classifier tC  from training set [ , ]a

tXR Y by using f {DT,SVM,ELM}. 

Step 3: End 

2.Integrating phase of base classifiers 

Step 4: New sample x  is rotated according to rotation matrix a

tR  , that is a

tx x R =   

Step 5: Calculate the probability that the sample x  is assigned to the class jc  
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1

1
( ) ( ), 1,2, ,

T

j ij

i

u x d x j m
T =

= =  

where ( )ijd x  is a probability that the sample x  is assigned to the class jc by classifier
iC  

Step 6: The samples x is classified into the class with the highest probability, i.e. the 

classification results are integrated by following formula: *

1( ) arg(max ( ))c

j jC x x u==  . 

3. Our proposed algorithm 

In rotation forest, the diversity among base classifiers is enhanced by feature segmentation 

and the accuracy of base classifiers is increased by using PCA and keeping all principal 

components. Therefore, generalization performance of rotation forest is improved further.  

 However, decision tree is too complex to lead to over fitting problem in the learning 

processing of decision tree and affect ensemble performance of rotation forest algorithm.ELM 

can resolve over fitting problem because of adaptation and the training speed of ELM is quickly. 

In addition, in order to further increase the diversity among base classifiers and the precision of 

base classifiers, the heterogeneous classifiers of extreme learning machine, support vector 

machine and decision tree are employed to train base classifiers, and then it improves the 

ensemble generalization performance. 

This paper proposes an improved rotation forest algorithm based on heterogeneous 

classifiers ensemble to improve classification performance of gene expression profiles. The steps 

of our algorithm are given as follows. 

 (1) Feature gene selection based on relieff algorithm 

javascript:void(0);
javascript:void(0);
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In order to remove irrelevant and redundant genes from original gene expression profile to 

 improve the quality of the data and decrease computation complexity, all the genes are ranked by 

using relieff algorithm and top-ranked  genes are selected to build a new training subset.  

(2) Gene expression profile classification based on improved rotation forest algorithm 

In order to overcome the overfitting problem of decision tree and increase the diversity 

among base classifiers in rotation forest algorithm, extreme learning machine, support vector 

machine and decision tree are employed to train base classifiers in the same ensemble to improve 

performance of rotation forest. The one hand, the ensemble of heterogeneous classifiers can 

increase diversity among base classifiers, on the other hand, extreme learning machine, support 

vector machine and decision tree complement each other. 

4. Experiment  

4.1 Experimental datasets 

In order to verify the performance of our proposed algorithm, nine well-known benchmark 

cancer gene expression profiles are selected to implement in our experiment. The characteristics 

of nine datasets are described in table 1.  

Table 1. Benchmark cancer gene expression profiles 

No Data set classes genes samples training testing 

1 Colon 2 2000 62 43 19 

2 CNS 2 7129 60 42 18 

3 DLBCL 2 7129 77 32 45 

4 Gliomas 2 12625 50 20 30 

5 Ovarian 2 15154 253 177 76 

6 Leukemia 3 7129 72 38 34 

7 MLLLeukemia 3 12582 72 27 45 

8 SRBCT 4 2308 83 63 20 

9 ALL 6 12625 248 148 100 

(1) Colon contains 2000 genes and 62samples, where 22 are normal and 40 are normal. 

(2) CNS(Central Nervous System) contains 7129 genes and 60 samples, where 21 are survivors 

and 39 are failures. 

(3) DLBCL contains 7129 genes and 77 samples, where 19 are Follicular lymphoma and 58 are 

Diffuse large B-cell lymphoma.  
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(4) Gliomas contains 12625 genes and 50 samples, where 28 are normal and 22 are patients. 

(5) Ovarian contains 15154 genes and 253 samples, where 162 are normal and 91 are patients. 

(6) Leukemia contains 7129 genes and 72 samples, where 9 are acute lymphoblastic leukemia 

T-cell (ALL–T), 38 are acute lymphoblastic leukemia B-cell (ALL- B) and 25 are acute 

myelogenous  leukemia (AML). 

(7) MLLLeukemia contains 12582 genes and 83 samples, where 24 are ALL,20 are MLL and 

28 are AML. 

(8) SRBCT contains 2308 genes and 72 samples, where 29 are EWS (Ewing sarcoma), 11 are 

BL(Burkitt lymphoma),18 are NB (Neuroblastoma ) and 25 are RMS (Rhabdomyosarcoma). 

(9) ALL(Acute lymphoblastic leukemia) contains 12625 genes and 248 samples, where15 are 

BCR-ABL,27 are E2A-PBX1,64 are Hyperdiploid>50, 20 are MLL, 43 are T-ALL and 79 are TEL-

AML. 

4.2 Experimental algorithms and the parameters setting 

In order to compare effectiveness of our proposed algorithm, five popular ensemble algorithms 

are used to compare with our method. In addition, the experiment are repeated 20 times 

independently, and then the average results of 20 times are as final results to guarantee non-

contingency of the results of different algorithms.  

algorithm 1:Relief+Bagging (Decision Tree);  algorithm 2:Relief+AdaBoost (Decision Tree);  

algorithm 3:Relief+Rotation Forest (SVM);    algorithm 4: Relief+Rotation Forest (Decision Tree);  

algorithm 5: Relief+Rotation Forest (ELM);   our algorithm: Relief+Improved Rotation Forest. 

For the SVM classifier in our algorithm and algorithm 3, the gamma in the kernel function and 

the parameter C of C-SVC are randomly selected.  

Runtime environment: All methods used in this paper are coded in MATLAB with 64 bit 

running on an Inter(R) Core(TM) i3PC with dual-core3.0 GHz CPU and 4G memory. 

4.3 Experimental results and analysis  

4.3.1 The comparison of classification accuracy of different algorithms 
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In order to investigate the relationship between base classifier number and ensemble 

performance, the number of the base classifiers in the ensemble respectively equals 5, 10, 15, 20, 

25, 30, 35, 40, 45, 50, 55 and 60 in our experiments.  

Table 2 displays the average results of different algorithms when the number of base 

classifiers is equal to 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55 and 60.  

Table 2. The average classification accuracy (%) 

Dataset algorithm1 algorithm2 algorithm3 algorithm4 algorithm5 our algorithm 

Colon 69.74 68.86 73.68 71.93 75.39 78.68 

CNS 63.43 56.48 77.78 76.44 87.69 93.24 

DLBCL 84.44 84.81 80.00 88.52 84.54 88.89 

Gliomas 66.39 66.67 83.33 74.33 78.75 84.25 

Ovarian 98.79 98.90 97.37 97.45 100.00 99.96 

Leukemia 96.81 92.16 76.47 88.43 89.46 92.43 

MLLLeukemia 53.15 54.07 86.67 83.17 92.65 92.68 

SRBCT 86.67 97.50 90.00 92.75 98.92 99.38 

ALL 94.75 96.00 93.00 96.38 97.77 98.04 

avg 79.35 79.50 84.26 85.49 89.46 91.92 

It is clean our algorithm has the highest classification accuracy on the most datasets of nine 

datasets from table 2.The detailed conclusions are as follows. 

(1) Our algorithm yields top-notch performance among six methods on Colon, CNS, DLBCL, 

Gliomas,MLLLeukemia,SRBCT and ALL dataset.  

For Colon, the average accuracy of our algorithm is 78.68%, which is 8.94% higher than that 

of algorithm 1, 9.82 % higher than that of algorithm 2,5% higher than that of algorithm 3, 6.75% 

higher than that of algorithm 4, 3.29% higher than that of algorithm 5. 

For CNS, the average accuracy of our algorithm is 93.24%, which is 29.81% higher than that 

of algorithm 1, 36.76% higher than that of algorithm 2, 15.46% higher than that of algorithm 3, 16.8 

% higher than that of algorithm 4, 5.55 % higher than that of algorithm 5. 

For DLBCL, the average accuracy of our algorithm is 88.89%, which is 4.45% higher than that 

of algorithm 1, 4.08% higher than that of algorithm 2, 8.89% higher than that of algorithm 3, 0.37% 

higher than that of algorithm 4, 4.35 % higher than that of algorithm 5. 

For Gliomas, the average accuracy of our algorithm is 84.25%, which is 17.86% higher  

than that of algorithm 1, 17.58% higher than that of algorithm 2, 0.92% higher than that of 

algorithm 3, 9.92% higher than that of algorithm 4, 5.5 % higher than that of algorithm 5. 
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For MLLLeukemia, the average accuracy of our algorithm is 92.68%, which is 39.53% higher 

than that of algorithm 1, 38.61% higher than that of algorithm 2, 6.01% higher than that of 

algorithm 3, 9.51% higher than that of algorithm 4, 0.03% higher than that of algorithm 5. 

For SRBCT, the average accuracy of our algorithm is 99.38%, which is 12.71% higher than 

that of algorithm 1, 1.88% higher than that of algorithm 2, 9.38% higher than that of algorithm 3, 

6.63% higher than that of algorithm 4, 0.46% higher than that of algorithm 5.  

For ALL, the average accuracy of our algorithm is 98.04%, which is 3.29% higher than that of 

algorithm 1,2.04% higher than that of algorithm 2, 5.04% higher than that of algorithm 3, 1.66%  

higher than that of algorithm 4, 0.27% higher than that of algorithm 5. 

(2) Our algorithm (99.96%) don’t obtain the best classification accuracy on Ovarian, which 

simply fall below algorithm 5(100%).Our algorithm (92.43%) don’t obtain the best classification 

accuracy on Leukemia, which simply fall below algorithm 1 (96.81%).  

 “avg” shows summarized result which is calculates by averaging the accuracy over all the 

datasets. The average accuracy of our algorithm is 91.92%, and is improved 12.57%, 12.42%, 

7.66%, 6.43% and 2.46% to compare with that of algorithm 1, 2, 3, 4 and 5, respectively.  

In addition, we find that algorithm 5 yields top-notch performance among three algorithms 

(algorithm 3,4 and 5).The reason is ELM is weak classifier and it’s stability is weak than SVM and 

Decision Tree. Hence, ELM benefits to improve ensemble performance because ELM can increase 

the diversity among base classifiers. 

4.3.2 The comparison of different algorithms based on geometry accuracy ratio  

Table 3 displays geometry mean accuracy ratio of different algorithms on all the dataset. 

Geometry accuracy ratio (GMAR) are employed to compare relative classification performance of 

different algorithms on all the datasets [32]. 

The definition of Geometry accuracy ratio is as follows:     
1

1
( )

n iA n

i
iB

E
GMAR

E=
=                          (5) 

where iAE  and iBE  represent accuracy of algorithm A  and B on the i th dataset, respectively. n  

is the number of datasets.  

In table 3, “ r ” represents geometry mean value of row/col , “ s ” represents win/tie/loss, where 

javascript:void(0);
javascript:void(0);
javascript:void(0);
javascript:void(0);
javascript:void(0);
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win, tie, loss represents the number of datasets of col>row, col=row and col<row, respectively. 

where “row” represents the classification accuracy of each row corresponding algorithm on all the 

datasets, “col” represents the classification accuracy of each column corresponding algorithm on all 

the datasets. 

 Give an example to explain the statistic r  and s : 

1

9
69.74 63.43 84.44 66.39 98.79 96.81 53.15 86.67 94.75

1.0023 ( )
68.86 56.48 84.81 66.67 98.90 92.16 54.07 97.50 96

r = =         ,it is shows algorithm 1 has 

better than algorithm 2 as a whole because of 1.0023>1; s=6/0/3 means algorithm 2 outperform 

algorithm 1 on six datasets, and algorithm 2 don not outperform algorithm 1 on three dataset, 

respectively. 

Table 3. The comparison of different algorithms on all the datasets 

   algorithm2 algorithm3 algorithm4 algorithm5 our algorithm  

algorithm1 
r        1.0023 0.9262 0.9143 0.8726 0.8476 
s  6/0/3 5/0/4 7/0/2 8/0/1 8/0/1 

algorithm2 
r          0.9241 0.9123 0.8707 0.8457 

s   4/0/5 6/0/3 7/0/2 9/0/0 

algorithm3 
r            0.9872 0.9421 0.9151 

s    5/0/4 8/0/1 9/0/0 

algorithm4 
r              0.9544 0.9270 

s     8/0/1 9/0/0 

algorithm5 
r                0.9713 

s      8/0/1 

The following conclusions are obtained by analyzing r  and s in table 3. 

 (1) r=0.9713<1 means our algorithm is better than algorithm 5. Similarly, our algorithm is 

better than algorithm 4, algorithm 3,algorithm 2 and algorithm 1 because corresponding r is less 

than 1.In addition, we find that our algorithm defeats the others on the 90% datasets according s . 

(2) The classification results from good to bad is as follows: our algorithm, algorithm 5, 

algorithm 4, algorithm 3, algorithm 1 and algorithm 2. 

4.3.3 The stability of different algorithms 

The stability is an important performance of classification algorithm, and the boxplot is used to 

evaluate the stability. Figure 2 displays the boxplot of different algorithms on all the datasets. 

Where, 1, 2, 3, 4, 5 and 6 on the horizontal axis represents algorithm 1, 2, 3, 4, 5 and our algorithm. 
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We find that algorithm 3 has the best stability from figure 2, and the reason is SVM is a strong 

learning algorithm, which is insensitive for the change of samples. However, Because of this, the 

ensemble performance by using SVM is relatively poor.  

The stability of our algorithm is not lower than algorithm 4 and algorithm 5 except on Colon, 

CNS and Leukemia dataset, and is much better than algorithm 1 and algorithm 2 on all the datasets. 

Overall, the stability of our algorithm is relatively good on the most datasets. 

   
Colon                                                                          CNS 

    

DLBCL                                                                     Gliomas 



 

18 

 

    

Ovarian                                                                    Leukemia 

    

MLLLeukemia                                                               SRBCT 

 

ALL 
Fig.2. The boxplot of different algorithms 

4.3.4 The relationship between the number of base classifiers and classification performance 
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Figure 3 displays influence of number of base classifiers on classification performance by 

using our algorithm .In figure 3, “solid line” and “dotted line” represent classification accuracy and 

run time, respectively.  

   
Colon                                                                          CNS 

   

DLBCL                                                                     Gliomas   

   
Ovarian                                                                     Leukemia   
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MLLLeukemia                                                                SRBCT  

 

ALL 

Fig.3. Variation of number of base classifiers and classification performance 

(1) Classification accuracy 

It is clearly that the number of base classifiers has a great influence on the classification 

accuracy from figure 3. The classification accuracy of our algorithm is low when the number of 

base classifiers is 5, and then the classification accuracy quickly increases with the number of base 

classifiers, but the classification accuracy basically maintains at a high level when the number of 

base classifiers is about between 20 and 60.  

(2) Run times 

According to figure 3, the run time of our algorithm is linearly increased with the growth of the 

number of base classifiers.  

Therefore, according to classification accuracy and run time, the performance of our algorithm 

is good when the number of base classifiers is 20 to 40. It is a reference for selecting the number of 

base classifiers in ensemble from classification accuracy and time efficiency. 

5. Conclusion 
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In this paper, an improved rotation forest algorithm is proposed to improve the classification 

performance. In this algorithm, extreme learning machine, support vector machine and decision tree 

were used to train multiple heterogeneous base classifiers in ensemble, and it can increase diversity 

among base classifiers to improve ensemble performance further. Experimental results indicate our 

algorithm has higher classification and better stability than rotation forest algorithm, and it is 

effective for classifying gene expression profile. 
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