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 The analysis and prediction of insurance sales enable insurance companies to construct 

effective and efficient marketing models, conduct targeted promotion campaigns, and 

expand the range of target consumers, thereby increasing the direct and indirect profits. 

This paper improves the long short-term memory (LSTM) network into an effective 

prediction model for insurance sales. Firstly, an original database was created on the 

historical data of insurance sales, followed by the identification of the linear and nonlinear 

factors affecting insurance sales. Next, the redundant data were removed from data 

sequences through nondimensionalization and gray correlation calculation. Finally, 

multiple linear regression (MLR) was carried out based on LINEST function, completing 

the prediction of insurance sales. Simulation results show that the improved LSTM network 

outperformed the other prediction models, indicating that the prediction effect can be 

improved by data processing through multiple residual predictions.  
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1. INTRODUCTION 

 

The traditional insurance marketing model, lacking 

complete information on sales and consumer feedbacks and 

thorough analysis on market demand, faces problems like 

unclear market orientation, limited target consumers, and 

unrealistic business mode [1-5]. These problems can be 

overcome by analyzing the historical data on insurance sales 

mathematically, and predicting the sales in future. The 

prediction accuracy directly affects the success or failure of 

sales. Therefore, it is highly necessary to construct an 

insurance sales prediction model with desirable prediction 

effects [2-9]. 

To keep abreast of the times, the traditional insurance 

marketing model needs to build an original database based on 

the existing insurance sales data, and forecast future sales 

accurately through data analysis and integration [10-13]. 

Researchers have long been trying to mine the association 

rules of the factors affecting insurance sales with obvious 

sequential features, and to make accurate prediction of the 

sales volume per unit time in future [14-17]. 

Based on neural network (NN) and deep learning (DL), 

Guan et al. [18] inputted sample data into gated recurrent unit 

(GRU) NN to adjust and optimize the predicted sales, and 

proved the high accuracy of GRUNN and convolutional neural 

network (CNN) in marketing. Nalepa and Kawulok [19] 

forecasted photovoltaic output power with multi-dimensional 

gray model and NN, and simulated the time-varying 

photovoltaic output power by five models with typical 

architectures, revealing that the time step can reduce 

prediction error. Based on seasonal differential autoregression, 

Aksu [20] proposed a moving average sales prediction model, 

and optimized the model by adding some external variables. 

Aljawarneh [3] forecasted the sales of fixed dishes, using 

Python and long short-term memory (LSTM) network. The 

LSTM has also been applied to predict power load, highway 

traffic flow, financial time sequences, and renewable energy 

[21-24]. 

This paper improves the LSTM network for insurance sales 

prediction. Firstly, the authors set up an original database 

based on the historical data of insurance sales, and determined 

the linear and nonlinear factors affecting insurance sales. Then, 

the data sequences were subjected to nondimensionalization 

and gray correlation calculation. After that, the insurance sales 

were predicted through the multiple linear regression (MLR) 

based on LINEST function. Finally, the improved LSTM 

network was compared with the traditional LSTM network 

and the backpropagation neural network (BPNN) optimized by 

genetic algorithm (GA). The comparison shows that the 

improved LSTM network achieved better prediction effects 

than the contrastive methods, owing to the data processing 

through multiple residual predictions. 

 

 

2. MODEL CONSTRUCTION 

 

The complex structure of large datasets poses a serious 

threat to artificial neural networks (ANNs): the weight matrix 

may lead to vanishing or exploding gradients. The problem 

can be resolved by the LSTM network, a common recurrent 

neural network (RNN). The LSTM network can adjust its 

internal parameters flexibly, and derive the state in the next 

moment from the current state. 

As shown in Figure 1, each LSTM unit contains an update 

gate Fu (1) that selectively updates state information, a forget 

gate Fv (2) that selectively retains or discards state information, 

an output gate Fw (3) that selectively outputs state information 

to the unit of the next moment, and a recurrent cell Xt (4 and 

5): 

 

  ),( 1 uttuu bcaWF += −
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  ),( 1 vttvv bcaWF += −
 

(2) 

 

  ),( 1 wttww bcaWF += −
 

(3) 

 

  ),tanh( 11- cttct bcaWX += −  
(4) 

 

11 −− += tvtut XFXFX
 

(5) 

 

where, 

 

twt XFa =
 

(6) 

 

tanh and σ are the activation functions (generally sigmoid 

functions); Wu, Wv and Ww are the linear transfer coefficients 

of the update gate, forget gate, and output gate, respectively; 

bu, bv and bw are the constant biases of the update gate, forget 

gate, and output gate, respectively. 

 

 
 

Figure 1. The structure of an LSTM unit 

 

As shown in (4) and (5), the unit state Xt-1 is updated into Xt. 

The cell could retain or update the current state, using the 

update gate and the forget gate. Like other DL algorithms, the 

LSTM network obtains the optimal solution by error 

backpropagation.  

When it comes to insurance sales prediction, it is difficult to 

fit the sales trend of all kinds of insurances, because the 

original sales data involve various insurances and change 

nonlinearly with time. To overcome the difficulty, this paper 

decides to design an insurance sales prediction model that 

couples LINEST function-based MLR, gray correlation 

analysis, and LSTM network, aiming to eliminate the 

redundancy of network inputs, speed up the DL convergence 

of LSTM algorithm, and improve prediction accuracy.  

The LINEST function-based MLR can effectively clarify 

the correlations between source data, prevent the local 

minimum trap, and optimize the prediction model with a 

limited number of source data. Meanwhile, the gray 

correlation analysis can eliminate the nonlinear influence of 

various factors (e.g. holidays, seasons, online promotions, and 

offline promotions) on the prediction model, and thus improve 

the accuracy and convergence speed of the model.  

As shown in Figure 2, the insurance sales prediction model 

was constructed in the following steps: 

Step 1. Create an original database based on the historical 

data of insurance sales, identify the linear and nonlinear 

factors (number of online and offline promotions, holiday 

distribution, and seasonal sales index) affecting the sales, and 

construct the cause-and-effect diagram and decision matrix: 

 

𝐴 =

∑ 𝑚𝑖
𝑛
𝑖=0

𝑛
∑ 𝑛𝑗
12
𝑗−0

12

 (7) 

 

where, mi is the sales in the i-th year out of n years; ni is the 

sales in the j-th month of the i-th year. 

Step 2. Nondimensionalize the data, compute and compare 

the gray correlations of different factors, and make 

comprehensive evaluation of insurance marketing based on the 

correlations. 

Step 3. Perform MLR on the data using the LINEST 

function, establish data links between units, define formulas 

and set up the MLR model, derive the coefficient of multiple 

determinations, and remove the redundant factors. 

Step 4. Predict and optimize residual functions repeatedly to 

improve the convergence speed and prediction effect of LSTM 

network, and introduce the decision matrix, which has gone 

through nondimensionalization and gray correlation 

calculation, into the LSTM network to predict the insurance 

sales. 

 

 

 
 

Figure 2. The flow of model construction 
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3. MODEL SOLVING 
 

3.1 Correlation analysis 
 

In actual insurance sales prediction, the forecasted trend is 

resulted from the combined effects of multiple factors. The 

predicted result varies with the degree of impact from the 

various factors. Many algorithms have been developed to 

process the main influencing factors quickly and effectively, 

including principal component analysis (PCA), mean squared 

error (MSE) analysis, and regression analysis. However, these 

algorithms are not applicable unless the data obey the 

probabilistic distribution, and are complex in computation. In 

the case of limited data, the results predicted by these 

algorithms tend to deviate from the actual data. To solve the 

problem, the gray correlation analysis was introduced to 

analyze the original data. 

Insurance sales prediction is affected by nonlinear factors 

like holidays, seasons, online promotions, and offline 

promotions. Considering the numerous targets and complex 

bases of the decision matrix, the historical data on insurance 

sales were preprocessed through gray correlation analysis. 

Firstly, the reference sequence X0 for insurance sales was 

determined, and m comparison sequences X1, …, Xm were 

established, including the historical sales, number of online 

promotions, number of offline promotions, holiday 

distribution, and seasonal sales index. The optimal reference 

value was selected against evaluation indices. 

Secondly, the reference sequence and comparison 

sequences were nondimensionalized. Through average 

transform, the correlation matrix can be expressed as: 
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(8) 

 

(3) The second-order minimum and maximum ranges were 

calculated row by row between reference sequence and 

comparison sequences, and the gray correlation coefficients 

were computed by: 
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(4) According to the calculated correlation coefficients of 

i=1, 2, ...n and j=1, 2, ...m, the gray correlations between the 

reference sequence X0 and each comparison sequence, and 

between comparison sequences can be obtained as: 
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(10) 

 

(5) The gray correlation coefficients were ranked by gray 

correlations. The ranking reflects the degree of impact from 

each factor on the prediction effect. The weakly correlated 

factors and their data were removed. 

 

3.2 The MLR  
 

The processing of insurance sales data should not impose 

special requirements on the data size. Otherwise, it is 

impossible to build a model with good prediction effect under 

limited data resources. 

Here, the data from insurance sales database are linearly 

fitted by least squares (LS) method, using the LINEST 

function. In this way, the prediction model can be established 

simultaneously with the correlation analysis on the data 

variation under different factors, while simplifying the data 

structure.  

The reference sequence of insurance sales can be defined as: 
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The comparison sequences can be established as: 
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The above sequences were added into the updated sequence: 
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where, j=1, 2, ...m. The gray differential function for (13) can 

be expressed as:  
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where, t=1, 2, ...n. Then, the updated sequence was estimated 

by LINEST function: 
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where,  
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Hence, the future insurance sales can be estimated by:  
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where, t gradually changes from 2 to the sum of n and the 

number of items to be predicted. 
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3.3 Solving the LSTM network 

 

Based on the features of insurance sales prediction, the main 

influencing factors of insurance sales were identified, in the 

light of the gray correlations. Then, the data structure was 

simplified through the MLR. The weakly correlated factors 

were removed, and the remaining factors were imported to the 

LSTM network to predict the insurance sales. Thus, the 

predicted value of the updated sequence was obtained. During 

the solving process, multiple residual predictions were 

conducted to optimize the LSTM network, thereby improving 

the learning rate. The specific solving process is as follows: 

Step 1. Predict the residual sequence ε between the 

reference sequence and comparison sequences through the 

BPNN of the LSTM network, and denote the predicted result 

as ε'. 

Step 2. Since the historical trend could affect the future 

trend of insurance sales, compute the difference sequence 

between the residual sequence ε, which contains historical 

sales data, and the predicted residual ε'; take the difference 

sequence as the comparison sequence, perform BPNN 

prediction in the LSTM network, and denote the predicted 

result as ε''. 

Step 3. Add the predicted residuals in Steps 1 and 2 into ε''', 

and add ε''' with the result of (18) into the predicted sequence. 

For the lack of space, only two residual predictions are 

mentioned above. In actual solving process, more residual 

predictions must be carried out. Since insurance sales 

prediction is affected by various linear and nonlinear factors, 

the actual prediction must ensure that each factor reasonably 

goes through residual prediction, making the predicted result 

more reliable. 

 

 

4. MODEL TRAINING AND TESTING 

 

4.1 Data preprocessing 

 

The original data are the four-year billing data (January 

2016-December 2019) of a well-known insurance company. 

Here, the original data are divided into 207 kinds of insurances 

in 18 classes, including 10 property insurances (i.e. corporate 

property insurance, engineering insurance, auto insurance, 

liability insurance, ship insurance, cargo insurance, home 

property insurance, credit insurance, guarantee insurance, and 

agricultural insurance) and 8 personal insurances (i.e. accident 

insurance, medical insurance, critical illness insurance, life 

insurance, children’s education insurance, pension insurance, 

annuity insurance, and group insurance). 

The daily sales of each insurance were counted and 

analyzed preliminarily. It is learned that the sales data of some 

insurances are missing. If the original database is directly used 

for sales prediction, the missing values should be padded, or 

filled with means or medians. The most desirable method is 

the proposed MLR based on date features: the missing data 

were combined with the annual sales index, and the dates of 

missing data were processed as those in other years. 

Outliers refer to the data that deviate greatly from most data 

in the original database. During insurance sales prediction, the 

outliers must be identified and eliminated. Here, an insurance 

sales data sequence is considered as an outlier, if the difference 

of the sequence and the mean of insurance sales data 

sequences in the same period is more than 3 times the standard 

deviation of such sequences. 

 
 

Figure 3. The periodical trend of insurance sales 

 

As shown in Figure 3, the seasonal insurance sales data 

obey a sinusoidal distribution, with the first quarter (Q1) and 

the fourth quarter (Q4) as the start and end of a cycle, 

respectively. The insurance sales data have seasonal 

similarities: the sales in Q1 and Q4 were higher than those in 

Q2 and Q3. As a result, the sales data of three years from the 

original database were divided into 12 seasonal data sequences. 

 

4.2 Model training 

 

Based on the original database, the hot sales of each kind of 

insurance were summarized. Then, the data were divided by 

season as per the date features of insurance sales. The data on 

holidays were highlighted in the decision matrix. 

Concerning the training algorithm, the predicted values of 

the proposed DL-based LSTM network were used to predict 

residuals through multiple backpropagations. During the 

residual predictions, the state in the previous moment was 

iteratively updated. The current state was substituted into the 

loss function to obtain the current gradient. The iterations 

continued until the algorithm reached convergence.  

To achieve ideal prediction, the training set was created 

based on the insurance sales data in 2016-2018, and the test set 

was developed based on the data in 2019. Figure 4 provides 

the loss curve of our model in the training process. 

 

 
 

Figure 4. The loss curve of model training 

 

4.3 Sales prediction 

 

The previous sections theoretically explore the feasibility of 

applying the LSTM network to insurance sales prediction, 

introduce the principles of building the insurance sales 

prediction model, and illustrate the workflow of model solving. 

This sub-section intends to analyze the prediction error of our 

method through simulation, and compare the performance of 

our model with other sales prediction models. 
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Figure 5. The predicted results after residual predictions 

 

 
 

Figure 6. The results predicted by traditional LSTM network 

 
 

Figure 7. The results predicted by GA-optimized BPNN 

 

 
 

Figure 8. The results predicted by our model 

 

 
 

Figure 9. The seasonable sales of each insurance predicted 

by our model 

 

Figure 5 compares the predicted results of our model before 

and after two residual predictions with the actual values. 

Obviously, the theoretical prediction fully agrees with the 

actual values. After the first residual prediction, the predicted 

results of 40 insurances lagged behind the actual values, which 

could not be mitigated by changing the bias values. However, 

the predicted results were desirable after the second residual 

prediction. 

Next, the LSTM network processed by LINEST function-

based MLR (our model) was compared with the traditional 

LSTM network and the GA-optimized BPNN in the prediction 

of insurance sales. The predicted results of the three models 

are displayed in Figures 6-8. 

Comparing Figures 6 and 8, it is learned that the GA-

optimized BPNN predicted the insurance sales well, when the 

seasonal sales were in stable or peak state, and fitted the sales 

trend accurately. With the growing number of tests, the result 

predicted by our model was closer to the actual result in 2019 

than that predicted by the GA-optimized BPNN, and the error 

rate of our model declined from 26.77% to 8.25%. 

Comparing Figures 7 and 8, it is learned that the traditional 

LSTM network could not predict insurance sales accurately, 

when the reference sequence had great fluctuations. This 

means the traditional LSTM network is unable to adapt to the 

sales fluctuations induced by sudden factors. By contrast, our 

model achieved a good prediction effect, by processing the 

data sequences through MLR, and reduced the error rate by 

12.5%. 

Figure 9 presents the seasonable sales of each insurance 

predicted by our model. It can be seen that our model fitted the 

sales trend well, even if the promotion form and the number of 

holidays were changed. In particular, the mean error was 

controlled at 16 items/week, when the seasonal sales remained 

stable. Of course, there is still room to improve the prediction 

accuracy at some time points, where the sales suddenly 

increased or decreased. 

 

 

5. CONCLUSIONS 

 

This paper mainly improves the LSTM network and designs 

an insurance sales prediction model. Firstly, an original 

database was created on the historical data of insurance sales. 

Then, the factors affecting insurance sales, namely, 

promotions, holidays, and seasons, were determined, and the 

cause-and-effect diagram and decision matrix were 

established. Next, the redundant data were removed from data 

sequences through nondimensionalization and gray 

correlation calculation. Finally, the insurance sales were 
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predicted through the LINEST function-based MLR. Through 

simulations, the proposed model was found to outperform the 

traditional LSTM network and the GA-optimized BPNN in 

insurance sales prediction. This means the prediction effect 

can be improved by data processing through multiple residual 

predictions. 
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