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Analyzing and predicting the rises in sea level are vital elements in oceanography and 

marine management especially in managing low-lying coastal areas. The present study 

aims to analyze the ability of machine learning algorithm viz. regression support vector 

machine (RSVM) in predicting the changes in the sea level on the east coast of Peninsular 

Malaysia. The selected inputs for the proposed model are monthly mean sea level 

(MMSL), monthly sea surface temperature (SST), rainfall and mean cloud cover (MCC) 

for the period from January 2007 to December 2017. A total of 132 data points for each 

meteorological parameter were used, where 92 (70%) data points from January 2007 to 

December 2015 were used for training and 40 (30%) data points from January 2016 to 

December 2017 were used for validating and testing. Results showed based on the 

correlation coefficient that the model predicts the sea level rises accurately (R= 0.861, 

0.825 and 0.857) for Kerteh, Tanjung Sedili, and Tioman Island, respectively. Moreover, 

the predicted values were similar to the historical tide-gauge data with very low error, 

which indicates that the proposed RSVM model can be a promising tool for decision-

makers and can be reliable to predict monthly mean sea level rises in Malaysia. 
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1. INTRODUCTION

Even with the latest technologies available today, there are 

many complicating factors affected the reliability of the 

conventional models in predicting of future sea level for three 

near-shore regions of east coast Peninsular Malaysia (ECPM), 

viz Kerteh, Tanjung Sedili, and Tioman Island, which is 

crucial since the population in these low-lying near-shore 

coastal are frequently exposed to the occurrences of flood 

inundation. In addition to that, the majority of coastline of 

these areas are sandy beaches that have undergone the most 

severe erosion for the past two decades. Therefore, the purpose 

of accurate prediction of sea level is vital to mitigate any 

possible damage to the coastal regions and for better protection 

to the marine ecosystem, boost economic growth, and protect 

the environment [1]. These areas are suscepitable to any 

unexpected rises in the sea level which can lead to a serious 

impact on the coastal structure and the livelihood on the 

communities in the areas. Therefore, there is a need to develop 

model capable of capturing and predicting the changes in sea 

level accurately.  

Time series prediction has long been used in various fields 

of applications [2]. In recent years, a lot of attention has been 

given to nonlinear or chaotic time-series predictions due to the 

complex changes that occur due to the drastic changes in 

climate [3, 4]. One of the major approaches used to carry out 

the prediction of the sea level rise is the regression model. 

Nevertheless, the conventional regression approach showed 

inability to accurately predict the sea level rise due to the 

ingrained non-linear interrelationship between the input and 

output variables, hence making it a continuously scientific 

challenge. Recently, Artificial intelligence (AI) adopted by 

researchers in order to overcome the limitations of the 

conventional models [5].  

The techniques of artificial intelligence have recently 

obtained considerable attention from researchers and have 

been applied to address the limitations associated with the 

current models. Such techniques have become some of the 

favored computational methods for forecasting sea level rises, 

as they can achieve rapid computation using just a few 

parameters as input [6-9]. 

Lai et al. [10] proposed Artificial intelligence (AI) 

algorithm namely genetic programming (GP) to predict the 

monthly mean sea level (MMSL) for a horizon of 10 years 

ahead. This study was performed at the east coast of peninsular 

Malaysia (ECPM) and was compared with three different 

regions of ECPM in order to attain the consistency and 

strength of the prediction model. The results of the correlation 

coefficient of the testing stage given the result of 0.810 with 

iterations reached 300 epochs. One of the limitations in this 

algorithm is the time it takes to reach to the optimum value, 

therefore, there needs to propose a new algorithm capable of 
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attaining a high level of accuracy in a shorter time.  

A more recent Artificial intelligence (AI) algorithm, the 

support vector machine (SVM), has been derived from the 

statistical learning theory over the past several decades. This 

algorithm has attracted the interest of many researchers 

throughout the world [11]. The use of SVM to make an hourly 

and seasonal forecasts of the flow in the Sevier River Basin 

was described by Asefa et al. [12]. The advantages of using 

SVM over Artificial Neural Network (ANN) have been 

reported by Tkalich et al. [13]. They found that ANN models 

facing problems such as over-fitting and convergence time 

considers longer.  

In SVM, there are many kernel functions can be used, the 

benefits of using the kernel function in the SVM algorithm is 

to make predictions more accurate compared with using a two-

layer perceptron of neural network. The are many kernel 

functions in SVM algorithms, such as polynomial, sigmoid, 

radial basis functions which can be used to solve quadratic 

programming problems with linear constraints rather than 

solving a non-convex, unconstrained problem of minimization 

as regular ANNs used during training. The kernel functions in 

the SVM algorithm generated the network weights which 

could be used in predicting sea levels [5]. Therefore, the 

section of the best kernel function can help to achieve an 

acceptable level of accuracy.  

Various methods for forecasting sea-level rise have been 

developed by Günaydin et al. [2, 14]. Such methods were 

developed using the simple linear production process. 

Therefore, these approaches have failed to identify the 

nonlinearity and complexity of the systems [15-18]. Therefore, 

this study is proposing the use of s supervised learning 

approach, regression support vector machine (RSVM) to 

predict the sea-level change at ECPM. 

 

 

2. MATERIALS AND METHODS 

 

 
 

Figure 1. Location of tide gauge at the three areas on the 

ECPM 

 

The selected study areas in this study are Kerteh which in 

the district of Kemaman in Terengganu; Tanjung Sedili is a 

coastal region in Kota Tinggi district, Johor, and finally 

Tioman Island which is in a district of Tompin, Pahang. The 

geographical of these study locations are located at the ECPM, 

Malaysia as shown in Figure 1. The data used in the analyses 

were historical monthly mean sea level (MMSL) for the period 

from 2007 to 2017 and was collected from the Department of 

Survey and Mapping Malaysia (DSMM). A total of 396 (11 

years x 12 months x 3 regions) historical data points were 

generated from the tide data. However, data for certain periods 

are not available when maintenance work was carried out on 

the tide gauge meters. The method used to normalize these 

missing data is discussed in the data normalization section.  

The data for the period from January 2007 to December 

2015 were used to train while the data from January 2016 to 

December 2017 were used for analysis by the proposed 

algorithm. A total of 132 data points for each meteorological 

parameter were used, where 92 (70%) data points were used 

for training and 40 (30%) data points were used for validating 

and testing [19]. 

A Comprehensive description of the theory for the 

Regression Support Vector Machine (RSVM) was given by 

Lai et al. [10]. The use of a kernel function to map the non-

linear input space into a linear feature space is very dependent 

on the nature of the data. In RSVM, there are three types kernel 

function, viz., Normalized polynomial kernel (NP), Radial 

basis kernel (RBF), and Pearson VII Universal Kernel. It has 

been reported that the performace RSVM with Pearson VII 

Universal Kernel outperformed RSVM with other kernel 

functions [20]. Therefore, in this study, the Pearson VII 

Universal Kernel was applied as a kernel function for RSVM 

and is referred to as the Pearson Universal Kernel (PUK) (Eq. 

1): 
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This model is also known as the regression support vector 

machine. 

The predicted monthly mean sea level (MMSL) (Najah et 

al.) can be expressed as: 

 

MSLpredicted = (MSL + SST +Rainfall + MCC)obs (2) 

 

The input dataset for the proposed model is sea surface 

temperature (SST), rainfall and mean cloud cover (MCC) for 

the period from January 2007 to December 2017.  

The independent dataset with missing values was 

normalized using the common artificial intelligence model 

function. 
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−
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−
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where, Zi is the missing value after normalization, yi is the 

value before the missing value, ymax is the maximum value, and 

ymin is the minimum value.  

The model structure has to be optimized in order to 

minimize the uncertainties from model misspecifications and 

to ensure the efficiency of the proposed model. In this study, 
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the model performance of the proposed algorithm was 

assessed using root-mean-square error (RMSE), correlation 

coefficient (R) and  scatter index (SI) [21]. 

i) Root Mean Square Error, RMSE is a 

comparison of the observed and the predicted 

value. 

ii)  

 (4) 

 

iii) Correlation Coefficient, R, is used to measure 

the strength of the relationship between 

variables. 

iv)  

R=  (5) 

 

where,  and  are the predicted and the observed 

monthly mean sea levels, respectively; N is the number of the 

data,  and  are the mean values of the predicted 

and observed monthly mean sea levels, respectively and is 

the mean of the number of data. 

The cross-validation method is one of the adopted methods 

for evaluating model architecture parameter values after 

traning process is completed. Different v-fold numbers will be 

investigated in this study and as the stopping criteria to meet 

the desire model performance. 

As an example, Figure 2 shows the flowchart of the 

developed support vector machine model. 

 

 

3. RESULTS AND DISCUSSION 

 

The present study aims to evaluate the ability of the RSVM 

models to predict the monthly mean sea level (Eq. 2) for 1 year 

ahead in the three study areas in the ECPM. The results for the 

three study areas were then compared in order to predict the 

efficiency of the proposed model in real applications.  

Table 1 shows that the best performance using performance 

indicators (Eq. 4 and 5) with the lowest error and highest 

correlation coefficient for the monthly mean sea level for all 

study areas. It can be seen that the accuracy of the proposed 

models is constant for all stations for both training and testing 

datasets.  

Figure 3 shows the model performance at Kerteh area with 

the 10 years data used to investigate the ability of the RSVM 

with PUK kernel functions to mimic the historical changes of 

mean sea level rise (MSLR). Similarly Figure 4 and Figure 5 

present the performance of the proposed model during training 

and testing and scatter diagram for the other two stations; 

namely for Tanjung Sedili and Tioman Island.  

As illustrated in Figures 5a and 5b, the results of 10 years 

ahead prediction at Tanjung Sedili region at ECPM, the 

predicted mean sea level in training and testing dataset were 

potential to simulate the trend of actual mean sea level graphs. 

The capability of the RSVM of PUK kernel functions shown 

the proficiency to satisfy the general behavior of the series.  

In addition to that, it can be observed that the proposed 

model capable of capturing the extreme events for the three 

chosen stations which prove its superiority in dealing with 

non-linear cases.  

The results of this study show that the effect of the kernel 

functions varies significantly and is contingent upon the 

dimensionality of the data set. The RSVM with PUK Kernel 

functions has shown the best model performance throughout 

this study. Model evaluation with optimal cross-validation of 

V-10 folds was obtained. During model training, sigma, σ, was 

determined by trial and error and was then used for the final 

prediction. It can be concluded that RSVM can be used to 

capture the non-linearity at sea level. The model proposed in 

this study has been proven to be one of the most suitable 

models for time series prediction [22-25]. 

Finally developed model then used to predict one year in 

advance the projected changes in sea level as shown in Table 

2. The results showed that the 1 year ahead prediction horizon 

whereby the highest upper bound of predicted sea level (SL) 

was at Tanjung Sedili. However, it also showed that the lowest 

predicted lower bound of predicted SL at Tanjung Sedili. 

Kerteh is the second-highest for the upper and lower bound 

predicted SL, whereas Tioman Island was the least rise in 1 

year ahead prediction horizon. 

 

 
 

Figure 2. The flowchart of the developed model 
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Figure 3. Actual vs. predicted MSLR for Kerteh. (a) training and (b) testing and scatter plots for (c) training and (d) testing 

 

 

 
 

Figure 4. Actual vs. predicted MSLR for Tanjung Sedili. (a) training and (b) testing and scatter plots for (c) training and (d) 

testing 
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Figure 5. Actual vs. predicted MSLR for Tioman Island. (a) training and (b) testing and scatter plots for (c) training and (d) 

testing 

 

Table 1. Statistical Parameters for the RSVM model with 

PUK Kernel for the three study areas 

 

Location 

Training Testing 

RMSE 

(mm) 
R 

RMSE 

(mm) 
R 

Kerteh 69.17 0.863 83.06 0.861 

Tanjung Sedili 77.10 0.815 73.43 0.825 

Tioman Island 72.83 0.820 70.34 0.857 

 

Table 2. Upper and Lower Bound of Predicted SL at three 

study locations for 1 year ahead prediction horizon 

 

Description 

1 Year Prediction Horizon 

Kerteh 
Tanjung 

Sedili 

Tioman 

Island 

Upper Bound of Predicted SL 

(mean, mm) 

7407 7306 7255 

Lower Bound of Predicted SL 

(mean, mm) 

6938 6887 6911 

 

 

4. CONCLUSION 

 

This research aimed to develop Artificial Intelligence 

technique viz. Regression Support Vector Machine (RSVM) 

in order to simulate accurately Mean Sea Level Rise at three 

different crucial stations in Malaysian coastal. The results 

revealed that the proposed RSVM can be considered as a 

powerful algorithm in predicting the changes in the sea level. 

The hyper-parameters tuning technique such as V-fold 

introduced as stopping criteria and the optimal number found 

to be equal to 10. The selected meteorological parameters as 

input to the model have a profound influence on the accuracy 

of the proposed model.  

It can be seen from the findings that the proposed model 

outperformed the conventional one and proved its capabilities 

in capturing the changes in the sea level of all three stations 

that been investigated in this study. High level of accuracy 

obtained at Kerteh and Tioman Island followed by Tanjung 

Sedili for both training and testing datasets. The finding of this 

study can be very significant in assessing the vulnerability of 

Tioman Island due to the changes in the rise of mean sea level. 

Future work can be conducted to validate the accuracy of the 

proposed model by using it in other countries and region.  
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NOMENCLATURE 

 

AI artificial intelligence 

ANN artificial neural network 

DSMM Department of Survey and Mapping Malaysia 

ECPM east coast Peninsular Malaysia 

GP genetic programming 

MCC mean cloud cover 

MMSL monthly mean sea level 

MSL mean sea level 
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MSLR mean sea level rise 

PUK pearson Universal Kernel 

R correlation coefficient 

SI scatter index 

SL sea-level 

SST sea surface temperature 

SVM support vector machine 

RMSE root mean square error 

RSVM regression support vector machine 
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