A Salient Object Detection Algorithm Based on Hierarchical Cognitive Mechanism
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ABSTRACT

The key of salient object detection is to extract the most attractive area in the scene. This paper fully explores the hierarchical cognitive mechanism of visual information, combines color contrast and depth contrast, and puts forward a salient object detection algorithm for the RGB-D image. Three saliency maps were prepared, namely, initial saliency map, middle saliency map, and advanced saliency map. The three maps were then fused into a final saliency map. The proposed method was compared with six popular salient object detection methods on three RGB-D image datasets. The comparison shows that our algorithm achieved the best results in accuracy, recall rate and F-value. The research findings shed important new light on salient object detection in RGB-D images.

1. INTRODUCTION

The human eyes have a limited ability to process the information from the complex scene of the surroundings. Guided by the visual attention mechanism (VAM), our eyes will automatically focus on the objects of interest in a scene, rather than deal with every part of a scene. These objects are extracted accurately and quickly from the complex scene through data filtering by the VAM.

The computer offers a convenient tool to capture the key information in the scene [1]. As a result, the VAM has been repeatedly simulated by computer to realize efficient processing of the scene information. In recent years, many have explored salient object detection in the field of computer vision, and applied this technique in such fields as data transmission, image scaling, image segmentation and object recognition [2-5].

The existing detection models for salient objects are either driven by data or driven by tasks. The data-driven model looks for salient objects in the scene from the bottom up, while the task-driven model identifies salient objects from the top down based on prior knowledge. There are more data-driven models than task-driven ones.

The data-driven models focus on two problems: fixed point prediction [6] and salient region detection [7]. Both problems are highly ill-posed with little supervision information. Therefore, some hypotheses must be provided for salient object detection. Based on the type of hypotheses, the salient object detection models can be divided into cognitive models, heuristic models and learning models.

Drawing on the hierarchical cognitive mechanism of visual information, this paper develops a novel algorithm for salient object detection in the RGB-D image. First, a primary saliency map was obtained based on color contrast and depth contrast. Next, the middle saliency map was calculated through multi-scale segmentation and graph cut smoothing. After that, the advanced saliency map was plotted by semi-supervised extreme learning machine (ELM). On this basis, the three maps were combined into the final saliency map. Finally, the proposed algorithm was compared with several popular methods for salient object detection in images.

2. LITERATURE REVIEW

The cognitive models for salient object detection mimic the VAM of humans. Drawing on the VAM, Le Meur et al. [8] designed a data-driven model for salient object detection, which makes full use of features like contrast sensitivity function, perceptual decomposition, visual mask, and center-surrounding difference. Sun and Bin [9] simulated the complex network of neurons in the visual cortex as a graph, in which each node is a neuron and the nodes communicate through feature difference and spatial distance, and then created a Markov chain to model the data processing of the VAM. Yang et al. [10] held that the saliency of an object depends on its sparsity in the scene, and considered the salient regions as the focus of visual search, eliminating the need to process lots of redundant information in the natural scene.

The heuristic models for salient object detection are the latest results of active vision. Based on visual contrast, Karczmarek et al. [11] designed a fuzzy saliency growth method to detect the salient part of the scene. Mandeel et al. [12] developed a global and spatial region contrast algorithm to extract the region of interest (ROI), and obtained a full resolution saliency map through histogram-based method, which computes the Euclidean distance between color histograms of image blocks. Chen and Chu [13] proposed the spectral residual method to extract the salient part of the image: the redundant part was approximated by the local average filter and the logarithmic spectral filter, and removed from the input image. Inspired by quaternion Fourier transform, Wang and Wang [14] proposed a salient object detection method and applied it to process video sequences. Wan et al. [15] confirmed that the image foreground is sparse in the spatial domain, and put forward a novel theory on image
representation, which can be used to approximate the foreground position in the image.

The learning models for salient object detection rely on conditional random fields to learn various image features, namely, multi-scale contrast, center-surrounding histogram, and color spatial distribution. Qian et al. [16] used conditional random fields to learn novel image descriptors, and then judges whether an object is salient in the scene. Through random forest regression, Jog et al. [17] initialized the saliency map, redefined the saliency value through high-dimensional color transform, and detected the salient part of the image. Liu et al. [18] designed a 2D Gaussian filter to highlight the position near the image center, and thus improved the results of salient object detection. Guo et al. [19] found that the boundary effect distorts the area under curve (AUC) and other saliency evaluation indices, and suggested eliminating the boundary effect before salient object detection. Based on the absorption Markov chain, Zhang et al. [20] created a novel learning model for salient object detection: the node saliency was defined as the absorption time from each node to the absorption node; the background was defined as the boundary super-pixel. Lu et al. [21] proposed a salient object detection method based on error reconstruction: the background super-pixel was regarded as the base for sparse and dense representations, and the reconstruction error was used to describe the saliency of image parts.

### 3. Salient Object Detection Algorithm Based on Hierarchical Cognitive Mechanism

According to the hierarchical cognitive mechanism of visual information, this paper puts forward a novel algorithm for salient object detection in the image, in which the original image is segmented based on the depth information. The block diagram of the proposed algorithm is illustrated in Figure 1.

![Figure 1. The block diagram of the proposed algorithm](image)

As shown in Figure 1, the RGB-D image was subjected to super-pixel segmentation based on depth information. Then, three saliency maps were acquired: the primary saliency map, the middle saliency map and the advanced saliency map. The primary saliency map was obtained based on visual contrast; the middle saliency map was calculated through multi-scale segmentation and graph cut smoothing; the advanced saliency map was plotted by semi-supervised ELM. Finally, the three maps were combined into the final saliency map.

#### 3.1 Primary saliency map

The early methods for salient object detection mainly deal with single pixels or regular image units, but the detection results are generally unsatisfactory. This gives rise to the salient object detection methods based on irregular image units [22]. The new methods enjoy excellent detection results and generate high-quality saliency maps. Color and depth are important external information that can be acquired by the human VAM. Hence, the RGB-D data must be considered in computer simulation of the VAM. Visual contrast, the brightness/color difference that makes an object distinguishable, is critical to the calculation of low visual saliency.

For a given set of RGB-D images, each image was segmented into super-pixels to preserve the internal structure and improve computing efficiency. To prevent over-segmentation, the traditional sequence-and ligation-independent cloning (SLIC) method was improved with depth information. The improved SLIC method consists of the following steps:

1. Segment the original image into super-pixels by the SLIC method.
2. Normalize the depth data of the image and map the...
normalized result to [0, 255]. Then, calculate the average depth of each super-pixel area, which was identified in Step 1, at the corresponding position of the depth image.

Step 3. If the depth difference between two adjacent areas is smaller than 10, merge the two areas and recalculate the number of areas.

Step 4. Describe each area with the average position of each super-pixel, and the average values of color and depth features: \( x = \{R, G, B, L, A, B, d, x, y\} \). Then, the entire input image can be expressed as \( X = \{x_1, x_2, ..., x_N\} \in \mathbb{R}^{M \times N} \), where \( M \) is the feature dimension, and \( N \) is the total number of super-pixels.

The boundary area is often regarded as the background of the image. Because the boundary area tends to contain noises, the low-rank decomposition of the boundary template was performed to de-noise this area. Considering the difference of super-pixels in the feature space, the contrast of a super-pixel relative to the pure boundary area can be defined as:

\[
S_1(i) = \left( \sum_{j=1}^{p} \frac{n_i}{N} \ast d(x_i, x_j) \right) \times q(x, y) \tag{1}
\]

where, \( P \) represents the total number of super-pixels in the pure boundary area; \( n_i \) is the total number of pixels in the \( i \)-th super-pixel area; \( N \) is the total number of pixels in the entire image; \( d(x_i, x_j) \) is the Euclidean distance in the feature space between super-pixels \( i \) and \( j \) in the pure boundary area; \( g(x, y) \) is a measure of the distance between the center \((x, y)\) of super-pixel \( i \) and the image center \((x_0, y_0)\):

\[
q(x, y) = \exp \left(-\frac{(x-x_0)^2}{(2\beta_0^2)} - \frac{(y-y_0)^2}{(2\beta_0^2)}\right) \tag{2}
\]

where, \( \beta_0 \) and \( \beta_1 \) are 1/3 of the length and width of the image, respectively. Therefore, the closer a super-pixel is to the image center, the greater its saliency value. By formula (1), the saliency values of all super-pixels were obtained. Then, the values were assigned to the pixels in the corresponding super-pixel areas, creating the primary saliency map (Figure 2).

**Figure 2.** An example of primary saliency map

As shown in Figure 2, the pure boundary area basically highlights the salient part of the image, thanks to the selection and de-noising of this area, and the object position could be roughly identified. Nevertheless, the background noises around the salient object should be further suppressed by processing the primary saliency map based on the contrast of the pure boundary area.

3.2 Middle saliency map

Most salient object detection methods smooth the saliency map through Gaussian filtering. On the upside, the salient object can be detected more accuracy after the filtering. On the downside, the saliency map becomes fuzzier, adding to the difficulty of detection. This paper further smooths the primary saliency map \( I_0 \) by graph-cut. Based on the contrast of the pure boundary area, a binary map was developed to represent the foreground and background areas of the primary saliency map.

Firstly, the original image was abstracted as an undirected graph \( G=(V, E, W) \), where \( V \) is the set of super-pixel nodes, \( E \) is the set of undirected edges between super-pixel nodes, and \( W \) is a set of weights of the undirected edges (connection weights) between each super-pixel node, foreground terminal node and virtual background node. Then, the connection weight between each super-pixel node and the foreground terminal node is a salient value of the saliency map \( I_0 \).

For each pixel \( p \), the set \( W \) can be split into two parts: \( \{W^a(p)\} \) and \( \{W^b(p)\} \). Then, the connection weight \( T^a(p) \) between super-pixel \( p \) and the foreground terminal node, and that \( T^b(p) \) between super-pixel \( p \) and the virtual background node can be respectively expressed as:

\[
T^a(p) = I_0(p), T^b(p) = 1 - M_0(p) \tag{3}
\]

In general, the foreground mask \( M_0 \) is created through minimum cost reduction. Here, the maximum flow algorithm [23] is introduced to measure the probability that each node belongs to the foreground, and \( M_0 \) is defined as a binary map containing only foreground and background information. Sometimes, errors might occur in the differentiation between foreground and background. Hence, the primary saliency map \( M_0 \) and the binary map \( M_0 \) must be considered simultaneously. Then, the saliency map processed by graph-cut can be defined as:

\[
S = \frac{M_0 + M_1}{2} \tag{4}
\]

The salient object detection is greatly affected by the segmentation scale. If the segmentation is conducted on a single scale, the saliency maps are often not analyzed in a comprehensive manner, and the detection algorithms are sensitive to the number of super-pixels. After all, the salient objects in real-world scenes or images are not of the same size. To preserve the structural information, it is critical to analyze the saliency maps at multiple scales.

In this paper, the original image is segmented at multiple scales to promote salient object detection. Specifically, the RGB-D image was divided at four different scales \((L=4)\), the saliency map was calculated at each scale separately, and the four maps were fused into one comprehensive map. Each saliency map was calculated by:

\[
S_2(l) = \sum_{l=1}^{L} S(l^l) \tag{5}
\]

where, \( l^l \) is the different scales. The final results were normalized to output the detection results of multi-scale salient objects.

As shown in Figure 3 below, the middle saliency map was closer to the standard map, for the multi-scale fusion solves the imbalance of detection results on the single scale, and alleviates false detection and missed detection.
3.3 Advanced saliency map

The advanced saliency map was mainly prepared with the semi-supervised ELM [24]. The ELM, a feedforward neural network with a single hidden layer, randomly generates the input weight and hidden layer bias, and analyzes the output weight. In this way, the technique overcomes the defects of gradient-based training algorithms, namely, as local optimization, inefficient learning and slow learning.

The semi-supervised learning of the ELM is based on two assumptions:

1. All labeled samples \( X_l \) and unlabeled samples \( X_u \) obey the same marginal distribution \( p_x \).
2. Two close points \( x_a \) and \( x_b \) should have similar conditions probabilities \( p(y|x_a) \) and \( p(y|x_b) \).

Under the above assumptions, the loss minimization function can be expressed as:

\[
L_m = \frac{1}{2} \sum_{a,b} w_{ab} \| P(y|x_a) - P(y|x_b) \|^2
\]

where, \( w_{ab} \) is the similarity between the sample \( x_a \) and \( x_b \);
\( W = [w_{ab}] \) is a sparse similarity matrix. The similarity can be computed by the Gaussian function \( \exp(-||x_a - x_b||^2/2\sigma^2) \). The similarity value falls within \((0,1)\).

The conditional probability can be approximated as:

\[
\hat{L}_m = \frac{1}{2} \sum_{a,b} w_{ab} \| \hat{y}_a - \hat{y}_b \|^2
\]

where, \( \hat{y}_a \) and \( \hat{y}_b \) are the prediction categories of sample \( x_a \) and \( x_b \), respectively. The conditional probability can be written as a matrix:

\[
\hat{L}_m = \text{Tr}(\hat{Y}^T L \hat{Y})
\]

where, \( \text{Tr}(\cdot) \) is the trace of matrix; \( L = D - W \) is the obtained Laplacian matrix; \( D \) is the diagonal matrix:

\[
D_{aa} = \sum_{b=1}^{1+N} w_{a,b}
\]

For semi-supervised learning, the labeled samples in the training set are denoted as \( \{X_l, Y_l\} = \{x_i, y_i\}_{i=1}^s \), and the unlabeled samples in that set as \( X_u = \{x_i\}_{i=1}^u \), where \( s \) and \( u \) are the total number of all labeled and unlabeled samples, respectively.

If there are a few labelled samples, the semi-supervised ELM will balance the regularization parameters with unlabeled data, thus improving the classification accuracy. The loss function can be expressed as:

\[
\min_{\delta, e, \gamma} \frac{1}{2} \| \delta \|^2 + \frac{1}{2} \sum_{i=1}^s c_i \| e_i \|^2 + \frac{\lambda}{2} \text{Tr}(F^T S F)
\]

s.t.

\[
h(x_l) = y_l^T - e_l^T, i = 1, ..., s,
\]

\[
f_i = h(x_l, \delta, i = 1, ..., 1+u
\]

where, \( n_h \) is the number of hidden layer neurons; \( n_o \) is the output dimension; \( \delta \in \mathbb{R}^{n_h \times n_o} \) is the output weight connecting the hidden layer and the output layer; \( c_i = c_0/N_i \) is the penalty coefficient of the training error; \( c_0 \) is a default parameter of traditional ELM; \( N_i \) is the total number of samples in the \( t \)-th category; \( SE(X, Y) \) is a Laplacian matrix of labeled data and unlabeled data; \( FE(X, Y) \) is the output matrix whose \( i \)-th row equals the ELM output \( f(x_i) \); \( \lambda \) is the adjusting parameter; \( h(x_i) \in \mathbb{R}^{n_h \times n_h} \) is the output vector corresponding to the hidden layer of sample \( x_i; e_l \in \mathbb{R}^{n_o} \) is the output error corresponding to the \( i \)-th training sample.

The solution of the semi-supervised ELM can be calculated as:

\[
\beta^* = (I_{n_h} + CH^T + \lambda H^T L H)^{-1} H^T C \hat{Y}
\]

If there are fewer labelled samples than the hidden layer neurons, the solution can be obtained by:

\[
\beta^* = H^T(I_{n_h} + CH^T + \lambda L H H)^{-1} C \hat{Y}
\]

The reliable training samples in the advanced saliency map were derived from the middle saliency map \( S_2 \) in the following manner. First, two saliency thresholds were set up. Next, the average salient value of all pixels in each area was compared with the two thresholds. The super-pixels with greater saliency than the high threshold was taken as positive samples, and labeled as 1; the super-pixels with smaller saliency than the low threshold was treated as negative samples, and labeled as -1. Then, every training sample is composed of positive and negative samples, and labeled as \( \{X_p, Y_p\} = \{x_i, y_i\}_{i=1}^s \), where \( s \) is the number of training samples, \( x_i \) is the eigenvector of the \( i \)-th training sample, and \( y_i = 1 \) or -1 is the label of the \( i \)-th training sample.

Due to the background noise in the middle saliency map, the selected positive and negative samples might contain noises. Hence, the feature matrix of the whole image was selected as test samples for semi-supervised learning, rather than the remaining unlabeled super-pixel samples. Thus, the test sample can be expressed as \( X_u = \{x_1, x_2, ..., x_u\} \in \mathbb{R}^{M \times N} \), where \( u = N \) is the number of test samples.

The advanced saliency map was derived in the following steps:

Step 1. Input the training samples \( \{X_p, Y_p\} = \{x_i, y_i\}_{i=1}^s \) and test samples \( X_u = \{x_1, x_2, ..., x_u\} \in \mathbb{R}^{M \times N} \).

Step 2. Construct the Laplacian matrix \( SE(X, Y) \) of the map from \( X_p \) and \( X_u \).

Step 3. Randomly initialize the input weights and biases of the \( n_h \) hidden layer neurons of the ELM, calculate the output matrix of the hidden layer neurons \( HE(X, Y) \), and select the weight parameters \( c_0 \) and \( \lambda \).

Step 4. If \( n_h \leq N \), calculate the output weight by formula (11); otherwise, calculate the output weight by formula (12).

Step 5. Construct the mapping function \( (x) - h(x) \).

The final result was normalized into \((0, 1)\) as the saliency.
value of each super-pixel. Through the above steps, the advanced saliency map $S_3$ was obtained from the middle saliency map through semi-supervised ELM.

![Image 4. An example of advanced saliency map](image)

As shown in Figure 4, the semi-supervised ELM not only approximates the position of the salient object, but also represents the general shape of the object.

### 3.4 Fusion of saliency maps

The three saliency maps reflect the hierarchy of our cognitive mechanism. The primary saliency map was calculated using the contrast between each super-pixel and the background. This map facilitates the extraction of local information from the input image, providing more details about the salient object. The middle saliency map was prepared through multi-scale segmentation and graph cut smoothing, which prevents over-segmentation. The advanced saliency map was obtained through semi-supervised ELM, with the global information as the test sample. However, the detection results based on the advanced saliency map are not satisfactory, if the background and foreground are close to each other or the positive and negative samples are highly similar.

Therefore, the three saliency maps were weighted and smoothed by graph cut method, creating a final saliency map:

$$S = \gamma_1S_1 + \gamma_2S_2 + \gamma_3S_3$$

(13)

where, $\gamma_1, \gamma_2$ and $\gamma_3$ are balance factors that balance the weights between the three saliency maps. Note that $\gamma_1 + \gamma_2 + \gamma_3 = 1$ and $\gamma_1 < \gamma_2 < \gamma_3$, i.e. the higher the level, the greater the weight of the map.

### 4. EXPERIMENTAL VERIFICATION AND RESULTS ANALYSIS

To verify its performance, our algorithm was evaluated on three public RGB-D datasets: the NLPR1000 dataset [25], the NJUD400 dataset [26], and the RGBD135 dataset [27]. The NLPR1000 dataset contains 1,000 RGB-D images captured by Microsoft Kinect sensors in indoor and outdoor scenes. The NJUD400 dataset provides 400 high-resolution scene images collected from the Internet, 3D movies, and Fujifilm cameras; the depth map of each image is generated by the optical flow method. The RGBD135 dataset contains 135 indoor scene images with a single target and a complex background; these images are captured by Microsoft Kinect sensors (resolution: 640×480), marked by three observers, and divided into 80 categories.

The experimental parameters were configured as follows: For the middle saliency map, four scales $T=(h=(1,2,3,4))$ were defined: 100, 150, 250 and 250. For the advanced saliency map, the high threshold was set adaptively at 1.8 times the average of the middle saliency map; the low threshold was fixed at 0.05. For the fusion of the three maps, $\gamma_1=0.2, \gamma_2=0.3$ and $\gamma_3=0.5$.

For comparison, our algorithm was compared with six popular salient object detection methods for the image: dynamic stochastic resonance (DSR) method [28], GRSD [29], GBMR [30], HFT [31], GL [32] and WW [33]. None of these algorithms considers the depth information.

Figures 5-7 compare the detection results of our algorithm with those of the six contrastive methods on the NJUD400 dataset, the NLPR1000 dataset and the RGBD135 dataset, respectively. The results of each algorithm were measured by three indices: accuracy, recall rate and F-value.

![Figure 5. Results comparison on the NJUD400 dataset](image)

As shown in Figure 5, our algorithm achieved the highest accuracy, recall rate and F-value. Among the contrastive methods, only the GL method was slightly behind our algorithm in accuracy and recall rate. As shown in Figure 6, our algorithm still boasted the highest F-value, and its recall rate and accuracy were both above the average levels. As shown in Figure 7, our algorithm had obvious advantages over other methods in accuracy, recall rate and F-value.

To sum up, our algorithm has better robustness than the contrastive methods in both single and complex backgrounds. This is attributable to the effective combination of color contrast and depth contrast.
5. CONCLUSIONS

This paper puts forward a salient object detection algorithm for RGB-D image based on the hierarchical cognitive mechanism of humans. The proposed algorithm mainly covers four steps: preparing the primary saliency map, plotting the middle saliency map, computing the advanced saliency map, and fusing the three maps into a final map. Experimental results show that our algorithm outperformed the popular salient object detection methods in all metrics. With high-quality saliency maps, our algorithm can highlight every salient object in the scene, while alleviating over-segmentation.
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