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ABSTRACT

In the present paper, an approach was developed for emotion recognition from speech data using deep learning algorithms, a problem that has gained importance in recent years. Feature extraction manually and feature selection steps were more important in traditional methods for speech emotion recognition. In spite of this, deep learning algorithms were applied to data without any data reduction. The study implemented the triple emotion groups of EmoDB emotion data: Boredom, Neutral, and Sadness-BNS; and Anger, Happiness, and Fear-AHF. Firstly, the spectrogram images resulting from the signal data after pre-processing were classified using AlexNET. Secondly, the results formed from the Mel-Frequency Cepstrum Coefficients (MFCC) extracted by feature extraction methods to Deep Neural Networks (DNN) were compared. The importance and necessity of using manual feature extraction in deep learning was investigated, which remains a very important part of emotion recognition. The experimental results show that emotion recognition through the implementation of the AlexNet architecture to the spectrogram images was more discriminative than that through the implementation of DNN to manually extracted features.

1. INTRODUCTION

From a computer–human interaction perspective, emotion recognition is gradually gaining importance. Emotion recognition is conducted by examining changes in blood volume pulses [1], blood pressure [2], facial mimics and gestures [3-5], and brain waves [6], in addition to analyzing speech data [7-9].

Analysis of speech data has significance in the diagnosis of certain human diseases and psychological statuses. Evaluation of the acoustic characteristics of the speech of individuals with depression and a tendency to commit suicide can indicate clues regarding diagnosis [10]. It is also possible to highlight driver errors and ensure more secure driving by following the emotional status of the drivers via the implementation of emotion recognition methods [11]. As the number of calls to emergency call centers increases, it is possible to detect more important calls using emotion recognition [12].

Deep learning is a class of machine learning that employs numerous layers of non-linear operating units for feature extraction and transformation. Each layer considers the output of the previous layer as its input [13]. In terms of Artificial Neural Networks (ANN), the expression of deep learning was first introduced by Aizenberg et al. in 2000 [14]. Subsequently, Hinton et al. 2006 showed how a multilayer feed-forward neural network effectively trains a layer at each iteration, making it possible to conduct fine-tuning via the method of controlled backpropagation [15]. Deep learning architectures perform hierarchical feature extraction that represents the data better than manually extracted features [16].

Deep learning algorithms have been employed to solve problems in many fields such as image and video processing [17], natural language processing [18], biomedical signal and image processing [19, 20], rough sets [21], and speech analysis [22, 23].

Zhang et al. [23] aimed to bridge the affective gap in obtaining emotion from speech signals by utilizing a Deep Convolutional Neural Network (DCNN). The 3-channel log-mel-spectrogram images were presented to DCNN as input, and the network was trained by an AlexNet DCNN model and applied to EmoDB, RML, eNTERFACE05, and BAUM-1 databases to achieve an encouraging performance [23]. In another study, Özseven et al. [24] extracted features from spectrograms via a spectrogram-based feature extraction method and two different feature groups formed by the Gabor Filter (GF), Histogram of Oriented Gradients (HOG), Gray Level Co-occurrence Matrix (GLCM), and Wavelet Decomposition (WD) methods. Spectrograms containing frequency information and fundamental frequency containing acoustic characteristics, formant frequencies, and MFCC were employed. Better results were achieved when the spectrogram and acoustic characteristics were employed together using Support Vector Machine (SVM) classifier and Keel programs.

One of the most important stages of emotion recognition is feature extraction. It has been indicated in numerous studies that manually extracted features have a discriminative aspect; however, many studies conducted using deep learning methods in recent years have shown that the application of unprocessed raw data yields high performance. Recently emotion recognition has also focused on deep learning applications on spectrogram images. Different parameters can be used when extracting the spectrogram. However, even if the
same database is used, the segmentation of the data, even using a fixed or variable size can change the spectrogram output. So the effect of spectrogram images especially with the application of DNN architecture has been still challenging. In the present study, classification was performed using two different methods. Firstly, the spectrogram images extracted from raw data were classified using the AlexNET architecture. Secondly, the features that were extracted using conventional feature extraction methods were classified using DNN. Finally, the performance results were compared. The difficulty of the proposed method is that deep learning algorithms run slowly on a normal PC, need specially configured machines. However, it can be seen from the application results that it gives better results than traditional methods.

The remainder of the present paper is divided into four sections. In the following section, a summary of deep learning and the architectures and methods employed are given. In the third section, data and preprocessing are defined. The experiments and their results are presented in section 4, and finally, the study is concluded in section 5.

2. METHODS

The Deep learning is one of the most popular approaches developed for accurate forecasting, and consists of multiple processing layers that are gathered with a view to learning the representations of data through its multiple abstraction structure [15].

Although deep learning resembles artificial neural networks (ANN) from a general perspective, the biggest differences are the increased number of layers and the method of dropout employed to prevent memorization [25]. This method aims to prevent memorization by removing certain nodes from the network while training. Moreover, deep learning methods employ effective algorithms for hierarchical feature extraction, which best represents the data that were manually extracted [25], and therefore requires less preprocessing than ANN.

The major deep learning architectures can be listed as DNN, Recurrent Network (RNN), and Convolutional Neural Network (CNN). DNN architecture is also known as feed-forward (acyclic) architecture. CNN are specially designed multi-layer neural networks employed to define data with minimum preprocessing. By employing this architecture, the LeNet-5, AlexNet (2012), ZF NET (2013), GoogleNet/Inception (2014), VGGNet (2014), ResNet (2015), Restricted Boltzmann Machines-(RBM), and Deep Belief Network models were developed.

2.1 Deep Neural Networks (DNN)

A DNN is a feed-forward neural network consisting of multiple hidden layers [26]. Each layer takes the output of the previous layer as its input. As stated in (1), the input value is the total weighted output of the previous layer and the bias value. The result is acquired from the non-linear Eq. (2) [27].

\[ h^{(l)} = y^{(l-1)}W^{(l)} + b^{(l)} \]  

\[ y^{(l)} = \phi(h^{(l)}) \]

where, \( l \in \{1, \ldots, L\} \) stands for the \( l \)th layer, \( h^{(l)} \in \mathbb{R}^{n_l} \) is a vector of the pre-activations of layer \( l \), \( y^{(l-1)} \in \mathbb{R}^{n_{l-1}} \) represents the output of the previous layer \((l-1)\) and input to layer \( l \), \( W^{(l)} \in \mathbb{R}^{n_l \times n_{l-1}} \) is a matrix of learnable weights of layer \( l \), \( b^{(l)} \in \mathbb{R}^{n_l} \) denotes a vector of learnable biases of layer \( l \), \( y^{(0)} \in \mathbb{R}^{n_0} \) is the output of layer \( l \), \( y^{(0)} \) stands for the input to the model, \( y^{(L)} \) represents the output of the final layer \( L \) and the model, and \( \phi \) is a non-linear activation function applied elementwise [27].

Adaptive Moment Estimation (ADAM) [28] is an optimization algorithm that computes adaptive learning rates for each parameter. And also Stochastic gradient descent (SGD) which is an iterative method for optimization is used in the application.

2.2 Convolutional Neural Networks (CNN / ConvNets)

One of the popular types of DNN architecture is the CNN, which is a specially designed multi-layer neural network. CNN consists of one or more convolutional layer, a subsampling layer, and one or more fully connected layers, such as a standard multi-layer neural network [29, 30].

[Figure 1. Classical AlexNet architecture [31]]

AlexNET architecture consists of eight layers in total, such as five convolutional layers and three fully connected layers. (Figure 1). The filter of the first convolutional layer consists of input images of 224 x 224 x 3.

As seen from Figure 1 the used net contains five convolutional and three fully connected layers. The connections of convolutional layers are as follows [31]:

The kernels of the second layer are connected to kernels maps in the first layer which locate on the same GPU;

The kernels of the third layer are connected to all kernels...
maps in the second layer;
The kernels of the fourth layer are connected to kernels maps in the third layer which locate on the same GPU;
The kernels of the fifth layer are connected to kernels maps in the fourth layer which locate on the same GPU.
The neurons in all three fully-connected layers are connected to all neurons of the previous layer. Two response-normalization and three Max-pooling layers are used. Response-normalization layers follow the first two convolutional layers. Each response-normalization is followed by max-pooling layers. Third max-pooling layer follow the fifth convolutional layer [31].

Generally, one of the major problems with neural networks is overfitting, which can be prevented by increasing the amount of data. Moreover, dropout, a regulatory method, has been developed in AlexNET to prevent overfitting in the fully connected layers. Rectified Linear Unit (ReLU) function is applied to the outputs of all layers.

2.3 Data and preprocessing

2.3.1 Data
In the present study, the public “Berlin DB – EmoDB” database was employed [32], which was originally established in an anechoic chamber at Berlin Technical University. Ten different sentences voiced by 5 male and 5 female actors were expressed as 7 different emotions: Anger (A), Boredom (B), Disgust (D), Fear (F), Happiness (H), Sadness (S) and Neutral (N). The database consists of 527 segments in 16 kHz. The triple emotion groups, which exist in the EMODB Berlin database and are frequently confused, were employed: Boredom (81), Neutral (79), Sadness (61) (BNS); Happiness (70), Anger (126), Fear (64) (AHF). The application was conducted without any speaker-dependent processes.

2.3.2 Preprocessing
The spectrogram images were used as input for the AlexNET model. A spectrogram is the time-frequency resolution of a signal, which indicates the content of frequency over time. Moreover, spectrograms carry exhaustive paralinguial information that is beneficial for emotion recognition [33].

To create the spectrograms, data were prepared in two different ways. The first method, centered-preprocessing, considered the fact that the number of samples in the database with segments of the smallest length is 19608, and conducted the following processes to make the data equal in terms of dimensions:
1. The sample number of each segment length was found, and its mid-point was determined.
2. Assuring that the mid-point was centred, a new segment with a total length of 19608 was established by taking the previous 9804 samples and the following 9804 samples.

The pre-processing of the data is illustrated in Figure 2. The original form of the signal is shown in blue (Figure 2(a)), and the section highlighted in green is a chosen segment (Figure 2(b)). To extract the spectrograms, each bit of data was framed by division into subsections with a length of 128 through the Hamming window. The number of sampling points was determined as 128 to calculate the various Fourier transformations. For the images in the jpeg format created using this method, the DS1-1 dataset was used for the AHF emotions, and the DS1-2 dataset was employed for the BNS emotions.

In the second method, general pre-processing, 19608 samples were taken from the beginning of the segment to establish the segments of a fixed length. Figure 3(a) shows the original form of the signal and Figure 3(b) represents the chosen segment highlighted in green. The spectrogram image of each chosen segment was taken. For the obtained images, the DS2-1 dataset was used for the AHF emotions and the DS2-2 dataset was employed for the BNS emotions.
In the last application of the present study, the features of MFCC were prepared as input for the DNN architecture to model the human ear [34]. When extracting the MFCC features employed in the application, the speech data were analyzed through the Hamming window with 256 ms and 0.5 overlaps. Log Fourier transform-based filter banks with 16 coefficients distributed on a Mel scale were extracted from each segment. Each MFCC coefficient was turned into a row vector by applying descriptive statistics (maximum, minimum, mean, standard deviation, skewness, kurtosis, and median), and the DS3-1 dataset was used for the AHF emotions and the DS3-2 dataset was employed for the BNS emotions.

In the present study, six different datasets were composed by extracting different features from the Emo-DB database, as illustrated in Table 1.

### Table 1. The appointed datasets

<table>
<thead>
<tr>
<th>Dataset name</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS1-1</td>
<td>The Spectrogram images for AHF with centered-preprocessing.</td>
</tr>
<tr>
<td>DS1-2</td>
<td>The Spectrogram images for BNS with centered-preprocessing.</td>
</tr>
<tr>
<td>DS2-1</td>
<td>The Spectrogram images for AHF with general-preprocessing.</td>
</tr>
<tr>
<td>DS2-2</td>
<td>The Spectrogram images for BNS with general-preprocessing.</td>
</tr>
<tr>
<td>DS3-1</td>
<td>MFCC features for AHF</td>
</tr>
<tr>
<td>DS3-2</td>
<td>MFCC features for BNS</td>
</tr>
</tbody>
</table>

3. EXPERIMENTAL RESULTS

During the process of application, the triple groups, BNS and AHF, in the Emo-DB database were studied, which are the most frequently confused emotion groups, since the frequencies are very similar.

Evaluating the performance of the algorithm is an essential part of the study. To evaluate the success of the model, the matrices of the weighted accuracy (WA) and unweighted accuracy (UA) were employed.

The unweighted classification accuracy is the ratio of the number of correct predictions to the total number of samples, where \( CP \) is number of correct predictions, and \( T \) is total number of samples.

\[
UA = \frac{CP}{T} \tag{3}
\]

The weighted classification accuracy is the average of the ratios of the number of correct predictions in each class to the number of samples in same class, where \( CP_i \) is number of correct predictions for \( i \)-th class and \( T_i \) is total number of samples for \( i \)-th class.

\[
WA = \frac{1}{n} \sum_{i=1}^{n} \frac{CP_i}{T_i} \tag{4}
\]

3.1 CNN results

In the first application, the spectrogram images were given as the input for AlexNet. Figure 4 displays the process steps of the present study.

With respect to the activation function of AlexNET, the function of ReLU was employed. The implemented parameters for the DS1-1 and DS1-2 datasets are displayed in Table 2; the convolutional filter size was accepted as 3 x 3, “the ReLU function” was employed for the activation function, and the dropout factor was accepted as 0.000075. The ADAM optimization algorithm was employed as the optimizer.

The initial learning rate started at a value of 0.000001, and its accuracy value was analyzed by increasing the initial value. As seen in Figure 5(a), the highest WA value for the DS1-1 dataset was a learning rate of 0.000015 (88.46%), whereas the highest WA value for the DS1-2 dataset was a learning rate of 0.00002 (81.82%).

### Table 2. The network parameters for DS1-1, DS1-2, DS2-1, DS2-2 datasets

<table>
<thead>
<tr>
<th>Parameter</th>
<th>DS1-1</th>
<th>DS1-2</th>
<th>DS2-1</th>
<th>DS2-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Convolution filter size</td>
<td>3x3</td>
<td>3x3</td>
<td>3x3</td>
<td>3x3</td>
</tr>
<tr>
<td>Activation function</td>
<td>ReLU</td>
<td>ReLU</td>
<td>ReLU</td>
<td>ReLU</td>
</tr>
<tr>
<td>Dropout factor</td>
<td>0.000075</td>
<td>0.000075</td>
<td>0.0005</td>
<td>0.00015</td>
</tr>
<tr>
<td>Optimizer</td>
<td>ADAM</td>
<td>ADAM</td>
<td>ADAM</td>
<td>ADAM</td>
</tr>
</tbody>
</table>
The change of Learning rate - accuracy for DS1-1 and DS1-2

(b) The change of Learning rate - accuracy for DS2-1 and DS2-2

Figure 5. The change of accuracy for DS1-1, DS1-2, DS2-1 and DS2-2 in terms of learning rate

The network parameters for DS2-1 and DS2-2 are given in Table 2. In both the DS2-1 and DS2-2 datasets, the size of the convolutional filter was accepted as 3 x 3, the employed activation function was “the ReLU function,” and the dropout factor was 0.0005 for DS2-2 and 0.00015 for DS2-1.

Figure 5(b) shows the change in accuracy according to the learning rate of the DS2-1 dataset; the highest learning rate of 0.000025 was acquired with a WA of 80.77%. With respect to the DS2-2 dataset, a WA of 84.09% was obtained with a learning rate of 0.0001.

Table 3. Comparison of weighted accuracy (WA) and unweighted accuracy with AlexNet

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>WA</th>
<th>UA</th>
<th>WA</th>
<th>UA</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS1-1</td>
<td>88.46%</td>
<td>86.11%</td>
<td>81.81%</td>
<td>83.33%</td>
</tr>
<tr>
<td>DS1-2</td>
<td>80.77%</td>
<td>84.34%</td>
<td>84.09%</td>
<td>84.67%</td>
</tr>
</tbody>
</table>

3.2 DNN results

In the last part of the present study, 16 MFCC features were extracted from the speech data and descriptive statistics were performed (maximum, minimum, mean, standard deviation, skewness, kurtosis, and median), and the DS3-1 dataset was used for the AHF emotions and the DS3-2 dataset was employed for the BNS emotions (Figure 6). DS3-1 and DS3-2 were classified using DNN. The ReLU, Tanh, Sigmoid, Hard Sigmoid exponential and Softmax activation functions were employed. The number of neurons was tried between 16-512 by increasing 8 in all applications. The most successful structure was given. The ADAM and SGD algorithms were used as optimizers.

For the DS3-1 dataset, a network of four layers was established, consisting of 64 neurons each in the first, second, and third layers, and 3 neurons in the fourth layer. The activation functions employed in each layer are given in Table 4.

Table 4. The DNN parameters for DS3-1 and DS3

<table>
<thead>
<tr>
<th>Parameters</th>
<th>First layer</th>
<th>Second layer</th>
<th>Third layer</th>
<th>Fourth layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS3-1</td>
<td>Activation Function</td>
<td>Tanh</td>
<td>ReLU</td>
<td>ReLU</td>
</tr>
<tr>
<td>Neuron Numbers</td>
<td>64</td>
<td>64</td>
<td>64</td>
<td>3</td>
</tr>
<tr>
<td>DS3-2</td>
<td>Activation Function</td>
<td>Tanh</td>
<td>Tanh</td>
<td>ReLU</td>
</tr>
<tr>
<td>Neuron Numbers</td>
<td>128</td>
<td>128</td>
<td>64</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 5. Comparison of weighted accuracy (WA) and unweighted accuracy with DNN

<table>
<thead>
<tr>
<th></th>
<th>ADAM</th>
<th></th>
<th>SGD</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WA</td>
<td>UA</td>
<td>WA</td>
<td>UA</td>
</tr>
<tr>
<td>DS3-1</td>
<td>76.67%</td>
<td>75.56%</td>
<td>75.00%</td>
<td>72.42%</td>
</tr>
<tr>
<td>DS3-2</td>
<td>82.35%</td>
<td>83.19%</td>
<td>78.43%</td>
<td>79.44%</td>
</tr>
</tbody>
</table>

The ADAM and SGD algorithms were employed as optimizers in the application; the results are given in Table 5. Employing the ADAM optimization algorithm gave a WA value of 82.35% for the DS3-2 dataset and 76.77% for the DS3-1 dataset. Using SGD, a WA value of 78.43% was obtained for the DS3-2 dataset and 75% for the DS3-1 dataset.

Figure 7 demonstrates that the highest achievement score was acquired with the DS1-1 dataset executed through the
experimental or with the use of manual extraction of features. In the BNS emotion group, which consists of emotions with lower frequency levels, the best result was achieved with the DS2-2 dataset, where the spectrogram images were classified using AlexNet. A WA value of 82.35% was obtained in the DS3-2 dataset via DNN using MFCC features, and a WA value of 84.09% was obtained with the DS2-2 dataset. The results of the present study indicate that better results are achieved using spectrogram images as input as compared with applying DNN to manually extracted features.

In the literature, Demircan and Kahramanli [35] achieved a WA value of 78.08% for AHF, while in the present application; this value was increased to a maximum of 88.46% using the same emotion group. Moreover, BNS achieved a WA value of 80.00% [35], while this value was increased to 84.09% in the present study. They used Agent-Based Modelling and classified with ANN.

4. DISCUSSION AND CONCLUSION

In the present study, two different approaches are presented related to the problem of recognizing emotions from speech. Firstly, the spectrogram images were classified using AlexNet, which is CNN architecture. Secondly, classification was conducted via DNN using the manually extracted MFCC features.

In the first application, the spectrogram images were acquired at a fixed length from the speech, and subsequently classified using AlexNET. In the second application, which employed the DNN architecture, manually extracted MFCC features that yield high results in this field were employed, after which they were transformed into features with fixed lengths using statistical functions, and classified using DNN. Separate trials were executed for ADAM and SGD optimization algorithms.

The best results were achieved with the DS1-1 dataset, where AlexNET was applied to the spectrogram images for the AHF emotion group, yielding a WA value of 88.46%. For the BNS emotion group, the best results were achieved with the DS2-2 dataset via AlexNET, achieving a WA value of 84.09%. It was found that application of the AlexNET architecture to spectrogram images was more discriminative than applying DNN to the manually extracted features.

One of the biggest problems with emotional databases is the amount of data; the scarcity of data is a disadvantage in deep learning. For that reason, we aim to apply different architectures of deep learning to databases that contain more data in future research.
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