Spectrum Signals Handoff in LTE Cognitive Radio Networks Using Reinforcement Learning
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1. INTRODUCTION

Cognitive Radio (CR) is considered as a creative answer for relieve spectrum shortage issue by empowering Dynamic Spectrum Access (DSA), intended to placate the current clashes between the regularly expanding spectrum request development and at present wasteful spectrum use [1-2]. The fundamental thought of DSA is to give appropriate arrangements that permit sharing the radio spectrum among a few radio correspondence frameworks for upgrading the general spectrum use [3]. With the appearance of CR as a key empowering agent of DSA, a few papers broadcasted the requirement for Cognitive Radio Networks (CRNs), which permit a remote correspondence framework dependent on the alleged intellectual cycle that empowers watching nature, acting and figuring out how to enhance its execution [4]. A CRN is characterized as a remote system with the abilities of radio condition awareness, self-ruling, versatile reconfiguration of its framework and intelligent gaining as a matter of fact of a constantly changing condition to illuminate the difficulties of productive spectrum and astounding start to finish performance [5-6].

The accessible Radio Frequency (RF) spectrum required for broadband radio correspondence is reducing as the quantity of clients and the quantity of remote gadgets increases [7]. The present spectrum directions where spectrum groups are authorized to explicit Primary Users (PUs) for restrictive use, make spectrum assets rare for different clients who need to convey. It has been demonstrated that the inheritance essential clients are underutilizing the given assets [8-9]. Underutilization of assets and a blast in spectrum request has prompted the idea of spectrum sharing. In spite of the fact that there are different varieties of spectrum sharing, by and large the PU holds the most noteworthy need for a given channel, however a similar spectrum can be utilized by Secondary Users (SUs) when the PU isn't transmitting. This harmonious relationship necessitates that the SUs consistently sense the spectrum and astutely get to it when and where accessible [10, [11].

The Cognitive Radio (CR) idea includes the procurement of information about the encompassing condition so as to streamline and reconfigure the primary correspondence parameters [12]. There is extraordinary enthusiasm for applying the Cognitive Radio idea to the improvement of Dynamic Spectrum Allocation (DSA) calculations, which empower a self-sufficient assignment procedure of channel assets on a subjective gadget [13]. A testing research territory is then identified with this present reality execution of CR hypothetical ideas: Software Defined Radio (SDR) is viewed as the empowering innovation for CR configuration given the likelihood of actualizing frameworks that are totally configurable in programming [14]. Since the pragmatic usage of CR ideas on genuine stages is frequently influenced by a few programming and equipment constraints, the effective plan of SDR-based proving grounds is right now a point under scrutiny [15-18].

The rest of the paper is sorted out as pursues. Section 2 examines the Literature survey. In Sect. 3, we portray our proposed ideal power allotment and spectrum handoff method in detail. Basing on the proposed spectrum handoff plot, in Sect. 4, the parametric networks investigation and test consequences of proposed plan is given. At long last, Sect. 5 gives the closing comments of this paper.

2. RELATED WORKS

Sumin D. Joseph et al. [19] planned a Reconfigurable Antenna Based Cognitive Radio Test Bed For the powerful utilization of accessible recurrence transfer speed, subjective
radio innovation is advancing over the most recent couple of years. In this, spectrum is shared among essential and auxiliary clients. Optional clients likewise called as unlicensed clients, makes utilization of part of spectrum which isn't utilized by essential or authorized clients.

Haipeng Du et al. built up a High Fidelity LTE Cellar Network Test bed for Mobile Video gushing here, they first plan and actualize a start to finish arranged test bed for LTE basement organization called LTE-EMU. The proving ground is a crossover arrangement by consolidating techniques for reenactment and copying. At that point, they demonstrated that the devotion of LTE-EMU is fundamentally higher than an LTE recreation condition through the loyalty show exhibited in the paper. The bases of assessing the devotion are the real start to finish transmission qualities gathered on genuine LTE arrangement through field test approach. At long last, utilizing a contextual investigation, they demonstrated the value of LTE-EMU in portable video gushing administration assessment. The proving ground is likewise freely available for different remote convention and application enhancement.

Muhammad Alam et al. [20] proposed an architecture for a setting based node and a proving ground stage for the examination of vitality utilization of heterogeneous agreeable interchanges are introduced. The definite ground includes a passageway, which gives inclusion in the foundation mode, just as nodes fit for imparting through short-extent ultra-wideband. The proving ground incorporates a setting awareness module that gives and stores data identified with various nodes in the framework. The paper indicates how setting data can be utilized to spare the vitality of cell phones and extend their battery lifetime utilizing short-run interchanges. The proving ground is utilized as a proof-of-idea for the down to earth execution of the agreeable interchanges idea.

Vuk Marojevic et al. [21] actualized an LTE Spectrum Sharing Research Test bed that has an incorporated research instrument to exploring these and other research issues; it permits breaking down the seriousness of the issue, structuring and quickly prototyping arrangements, and evaluating them with standard-agreeable gear and test methodology. The secluded proving base coordinates with broadly useful programming characterized radio equipment, LTE-explicit test gear, RF parts, free open-source and business LTE programming, a configurable RF organization and recorded radar waveform tests. It underpins RF channel imitated and over-the-air transmitted modes. The proving ground can be remotely received and designed. A RF exchanging system takes into consideration structuring with a wide spectrum of analyses that can include an assortment of genuine and virtual radios with help for Multiple Input and Multiple Output (MIMO) reception equipped activity.

Amirshahram Hematian et al. [22] present an actualized SDR test bed, which comprises of four complete SDR nodes. Utilizing the planned proving ground, we have directed two contextual analyses. The first is intended to encourage video transmission by means of versatile LTE measures.

Cognitive Radio (CR) has been advanced to make effective utilization of rare radio recurrence spectrum. It presents "adaptiveness" and "insight" to customary radios. CRN as a rule, is a system made out of CR nodes, with "savy" organizing capacities. The general idea toward psychological systems administration was presented a couple of years prior. Despite the fact that there have been many research deals with CR and CRN, to our best information, a bonafide continuous CR framework has never been illustrated. Until this point, prior have created calculations for CR on spectrum detecting, agreeable spectrum detecting, channel state expectation, and spectrum assignment. These calculations give fundamental capacities to CR frameworks. By executing these calculations just as conventional correspondences calculations on an intellectual radio system test bed (CRN test bed) progressively, a CR framework can be illustrated. In this paper we are building a Reinforcement learning-based spectrum handoff tried in cognitive radio systems.

3. REINFORCEMENT LEARNING WITH SPECTRUM HANDOFF IN LTE COGNITIVE NETWORKS

In this paper we build up a Cognitive Radio Network (CRN) test bed to show the utilization of support learning and exchange learning plans for spectrum handoff choices. By thinking about the channel status (inactive or active) and channel condition (as far as parcel failure rate), the sender node plays out the learning-based spectrum handoff. In reinforcement learning, the quantity of system perceptions required to accomplish the ideal choices is frequently restrictively high, because of the complex CRN condition.

At the point when a node encounters new channel conditions, the taking in process is restarted starting with no outside help notwithstanding when the comparable channel condition has been experienced previously. To relieve this issue, an exchange learning based spectrum handoff method is actualized, which empowers a node to gain from its neighboring node(s) to enhance its execution. In exchange learning, the node looks for a specialist node in the system. On the off chance that a specialist node is discovered, the node asks for the Q-table from the master node for settling on its spectrum handoff choices. On the off chance that a specialist node can't be discovered, the node learns the spectrum handoff technique all alone by utilizing the reinforcement learning. The test result will be show that the machine learning based spectrum handoff performs better in the long haul and successfully uses the accessible spectrum.

3.1 System model

In this area, the general definition of the spectrum sharing issue in cognitive radio systems is presented. At that point, this detailing will be adjusted to consolidate vital angles which can be utilized to facilitate the proposed arrangement advancement.

3.1.1 General spectrum sharing problem.

Consider a lot of a few auxiliary clients and a lot of essential client channels. Every essential client channel has a condition of being either Idle or Busy contingent upon essential client activities.

\[ S = \{s_1, s_2, \ldots, s_{|\mathcal{S}|}\} \]

Each \( u_i \) sees channels states as indicated by its detecting capacity where it relies upon probabilities of location and false alert.

Let \( O_i \) be the lattice which speaks to every client sees channel inhabitance states. Components in \( (O_i \) indicates the \( i \)th channel state as indicated by the \( i \)th client) are either 0 if the channel state is Idle or 1 in the event that it is Busy.
Figure 1. Cooperative sensing in cognitive radio environment

The transmitter in each optional client match \( u_i \) utilizes \( p_{ik} \) as transmission control on channel \( ck \), where \( 0 \leq p_{ik} \leq pk \) max. Expect that essential client transmission control on channel \( ck \) is a lot bigger than the greatest transmission intensity of optional clients \( (pk > pk \) max). The divert gain from transmitter in auxiliary client combine \( uj \) to the collector in optional client match \( uj \) on channel \( ck \) is meant by \( g_{ijk} \), while the channel gain from essential client transmitter to the recipient in optional client combined with \( uj \) is signified as \( g_k \). In Figure 2, \( h_{sj,i}, h_{p,k}^c, h_{p,k} \) and \( h_{p,k}^r \) respectively represent channel gain between the \( i^{th} \) transmitter and receiver of SUs, the \( i^{th} \) transmitter of SUs and the \( k^{th} \) transmitter of PUs, the \( k^{th} \) transmitter and receiver of PU and the \( i^{th} \) receiver of SUs.

Moreover, \( \{h_{sj,i}\}_{i\in j} \) are representation of interference between SUs. \( y_{s,j} \) and \( y_{p,k} \) are respectively the received signal at the receiver of the \( i^{th} \) SUs and the \( k^{th} \) PUs:

\[
y_{s,j} = x_{s,j} h_{s,j} + \sum_{j=1, j\neq i}^{N} h_{j,j}^i x_{s,j} + \sum_{k=1}^{M} h_{p,k}^c x_{p,k} + n_{s,j} \tag{1}
\]

\[
y_{p,k} = x_{p,k} h_{p,k}^r + \sum_{i=1}^{N} h_{p,k}^r x_{s,i} + n_{p,k} \tag{2}
\]

Figure 2. PUs and SUs. fading channel

\[
\sum_{i=1}^{N} p_i f_{ik}^s \leq Z_k, \quad k = 1, 2, \ldots, M \tag{3}
\]

We additionally limit the intensity of every client to ensure least of QoS. At the end of the day, we characterize for least of flag to obstruction and commotion proportion signal to interference and noise ratio (SINR) of a client.

\[
\mu_i = \frac{p_i h_{s,i}^c}{\sum_{j=1, j\neq i}^{N} p_j h_{j,j}^i + \sum_{k=1}^{M} p_k h_{p,k}^c + \sigma_{s,i}^2} \tag{4}
\]

where, \( \sigma_{s,i}^2 \) is the noise variance. Our purpose is to generate the following condition for every user:

\[
\mu_i \geq \mu_{i,\text{min}}, \quad \forall i \in 1, \ldots, N \tag{5}
\]

3.1.2 Non-orthogonal multiple access (NOMA) for cooperative spectrum sharing

Various access strategies are utilized to enable various versatile clients to have a similar spectrum. It was once generally trusted that superposition coding is the best approach to accomplish most extreme limit, ruling symmetrical measures as time division (TD) or frequency division (FD). Nonetheless, TD, FD and superposition coding have a similar limit area under the limitation of entirety control in Medium access channel (MAC). So NOMA isn’t a possibility for 5G uplink.

In the downlink, the two user model can be expressed as

\[
y_1 = h_1(x_1 + x_2) + n_1 \tag{6}
\]

\[
y_2 = h_2(x_1 + x_2) + n_2 \tag{7}
\]

where, \( x_1 \) and \( x_2 \) are signals of user one and two, \( h_1 \) and \( h_2 \) are the channel gain, \( n_1 \) and \( n_2 \) are white noise, \( y_1 \) and \( y_2 \) are the received signal. In case of symmetric channel, i.e. \( h_1 = h_2 \), such a broadcasting channel is equivalent to a MAC, then NOMA can achieve no capacity gain over orthogonal schemes.

3.2 Galactic swarm optimization for optimal power allocation

The GSO calculation mirrors the development of cosmic systems and super groups of worlds in the universe. Right off the bat all people or arrangements from every one of the subpopulations are affected by the best arrangements in every subpopulation. At that point every subpopulation is spoken to by the best solution in every one of the subpopulations and treated as super swarm. The super swarm is created with the best arrangements of every subpopulation. Along these lines all of the people or arrangements will be pulled in towards the worldwide best arrangement. In this paper we use GSO calculation for ideal power distribution spectrum sharing clients.

Level 1

Rather than having a solitary swarm to investigate towards a specific bearing, when they have a few swarms they have a synergistic impact that outcomes in a superior investigation.

Every sub warm investigates the inquiry space freely individually. This procedure starts by figuring the speed and position of the particles said articulations to refresh the speed and position are:

\[
v_{j}^{(i)} \leftarrow \omega v_{j}^{(i)} + c_1 r_1 (p_{j}^{(i)} - x_{j}^{(i)}) + c_2 r_2 (g^{(i)} - x_{j}^{(i)}) \tag{8}
\]

\[
x_{j}^{(i)} \leftarrow x_{j}^{(i)} + v_{j}^{(i)} \tag{9}
\]
where \(v_j^{(i)}\) is velocity of particle, \(p_j^{(i)}\) is best solution found, \(g_j^{(i)}\) is best global solution, \(x_j^{(i)}\) is position of current particle, \(c_1\) and \(c_2\) are acceleration constants, \(\omega_1\) is weight, and \(r_1\) and \(r_2\) are random numbers.

Level 2

The worldwide best arrangements in the following phase of grouping to frame the super swarm. Another Super swarm Y is made through the assemblage of the worldwide best arrangements of the sub swarms \(x_i\):

\[ y^{(i)} \in Y; i = 1, 2, \ldots, M \]  
(10)

\[ y^{(i)} = g^{(i)} \]  
(11)

The super swarm uses the worldwide best arrangement officially determined by the sub swarms and in this manner exploits the effectively determined data. The worldwide arrangements of sub swarms have impact on the super swarm, however there is no criticism impact or stream of data from the super swarm to the sub swarms to monitor the decent variety of arrangements. The speed and position of the super swarm in the second bunching dimension are refreshed by the conditions appeared as follows:

\[ v^{(i)} = \omega_2 v^{(i)} + c_3 r_3 (p^{(i)} - y^{(i)}) + c_4 r_4 (g - y^{(i)}) \]  
(12)

\[ y^{(i)} = y^{(i)} + v^{(i)} \]  
(13)

where, \(v^{(i)}\) is velocity with Yi, \(p^{(i)}\) is best solution, \(\omega_2\) is weight, \(r_3\) and \(r_4\) are random numbers.

3.3.2 Reward representation:

The agent transforms a bounding box according to a set of actions. The action space is given by \(\emptyset, 1, \ldots, M\). Each action makes a discrete change to the feature by a factor relative to its current size. The reward function \(r(a, s \rightarrow s')\) is defined for an agent when it takes the action a to move from states to \(s'\).

\[ r(a, s, s') = \begin{cases} 
0 & \text{channel state detection} \\
\gamma \left[ \sum_{i=0}^{\infty} \gamma^i r_i \right] & \text{otherwise}
\end{cases} \]  
(14)

where \(\gamma \in (0, 1)\) is a discounting future rewards. With the action set, state set and reward function defined, as applied deep Q-learning to learn the optimal policy. They also proposed an interesting design for setting masks in the image after taking the trigger action. This design allows for effective detection of multiple instances of the same class. Finally, the authors applied a post fuzzy rule set to all windows in the trajectory to boost performance.

3.3.3 Policy representation:

Amid last runtime use, i.e., when learning has finished, the on-screen character related with the most astounding anticipated Q-estim is chosen and its proposed activity is connected for the given state.

\[\nu^* = \arg \max \nu Q(s) \]  
(15)

\[\pi(s) = X_{\nu^*}(s) \]  
(16)

The data sources are institutionalized before being utilized by the system. The mean and standard deviation for this institutionalization is resolved utilizing information gathered from an underlying irregular activity arrangement. The outcomes are additionally trailed by the reverse of a comparable change so as to enable the system to learn institutionalized yields. We apply the accompanying change:

\[X_{\nu}(s) = \sum \hat{X}(s) + \beta_{\nu} \]  
(17)

where, \(\hat{X}(s)\) is the output of each actor sub network and it is \(X(s)\) remains approximately within \([-1, 1]\).
Reinforcement learning algorithm steps

i. Set $Q(i,a)=0$, $V(i,a)=0$, $\forall i \in S, a \in A(i)$.

ii. Set $k=0$, $k_{\text{max}} = \text{const tan } t$.

iii. Calculate initial state $i$.

iv. Perform action $a$ and determine equivalent reward $r(i,a,j)$ and do following updates: $V(i,a) \leftarrow V(i,a) + 1, a = \frac{A(i)}{V(i,a)}$.

v. Update $Q$-factor connect to state $i$ and action $a$ as: $Q(i,a) \leftarrow (1-a)Q(i,a) + a[r(i,a,j) + \lambda \max_{b \in A(j)} Q(j,b)]$.

vi. Set $k=k+1, i=j$. If $k \leq k_{\text{max}}$, back to the step iv, else go to the step vii.

vii. Calculate decision at every state $a^*(i)$ as: $a^*(i) \in \arg \max_{b \in A(j)} Q(j,b)$.

In reinforcement learning algorithm steps, $Q(i,a)$ is state–action pair value, $V(i,a)$ is the number of selecting action $a$ at state $i$. $S$ is set of states and $A(i)$ is set of all admissible actions at state $i$. $k_{\text{max}}$ is maximum number of learning iteration that is equal to the number of fuzzy combination rules.

![Figure 4. Reinforcement learning flow diagram](image)

4. RESULTS

So as to assess the execution of the proposed CR method, we can perform broad reenactment tries in a heterogeneous spectrum condition with single-channels and multi-channels. The reenactment experiments have been accomplished with the discrete event test system (MATLAB) apparatus to dissect the aggregate and the minimal marginal delay for the optional clients, for both of the situations.

By and large, the framework normal all out administration time for reproduction investigations can be assessed utilizing the accompanying recipe:

$$E[T] = E[X] + E[N] \cdot \frac{(\sum \text{Handoff Delays})}{\text{Number of Interruptions}} + T_{ss} + T_{ha}$$

where, $T_{ha}$ is the handshaking time and $T_{sw}$ speaks to the exchanging defer which are both thought to be disregarded. Though, $E[X]$ and $E[N]$ allude to the mean administration time and the normal number of intrusions of the auxiliary clients, individually. Thus, can be composed as:

$$E[N] = \frac{\sum (\text{Delay of handoff SUs + Delay of New SUs})}{\text{Number of Handoff Users + Number of New SUs}}$$

Table 2. Simulation Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of SUs</td>
<td>5</td>
</tr>
<tr>
<td>Number of PUs</td>
<td>3</td>
</tr>
<tr>
<td>Available Date Channels</td>
<td>4</td>
</tr>
<tr>
<td>Date rate</td>
<td>720 kbps</td>
</tr>
<tr>
<td>Packet size</td>
<td>1500 bytes</td>
</tr>
<tr>
<td>SU arrival rate</td>
<td>0.05-0.30</td>
</tr>
<tr>
<td>PU arrival rate</td>
<td>1.0-6.0</td>
</tr>
<tr>
<td>PU service rate</td>
<td>0.60</td>
</tr>
<tr>
<td>SU service rate</td>
<td>0.40</td>
</tr>
<tr>
<td>PU arrival rate increment</td>
<td>0.05</td>
</tr>
</tbody>
</table>

As from Figure 5, an examination has been directed so as to explore the execution of the new spectrum handoff conspire which was actualized utilizing support learning with existing non-exchanging handoff method. The examination has been made as far as normal handoff delay against essential clients' handling rate. The resultant outcomes demonstrate that the reinforcement learning based proposed plan outflanks contrast with non-exchanging handoff plans.

![Figure 5. Average handoff delay with respect to PUs arrival rate](image)
The accomplished outcomes in Figure 7 demonstrate that, as the SUs' handling rates increment, the packet error increment too. Subsequently, this will build the packet error rate in the circle for the SUs. Frame the charts results perception our proposed plan packet error rate is less contrasted with existing non-exchanging handoff plans.

This is valid, since in the different line case, it is conceivable to locate some intruded-on clients sitting tight for administration in the line while alternate directs are in the inert state, or it has just optional clients in the low-need line hanging tight for administration. Obviously this will squander some transmissions for the intruded on users which will prompt an expansion in the handoff delay and the all out administration time too. Then again, when we consider the mutual line case, intruded on clients in the common line will be taken care of by the principal channel, which winds up inert. Additionally, there will be no optional client served before any interfered with clients exist in the framework. Clearly, the all out administration time will be brought down on account of utilizing shared lines contrasted and the instance of utilizing separate line.

As it tends to be seen from Figure 7, an examination consider has been led so as to research the execution of all out packet blunder rate which was actualized utilizing support learning regarding optional client defer limitations. The examination has been made as far as different defer due dates. The cultivated outcomes demonstrate that the packet mistake rate is zero as for no postpone limitation.

The proposed handoff scheme efficiently lessen the PUs handoff deferral and SU (Secondary User) waiting delay brought about by spectrum handoff. In addition, we consider the impacts of direct conditions in perspective of packet error rate (PER) as for entry rate of SUs. To upgrade the nature of administration, it is critical to consider both the handoff delay and the transmission channel quality, while picking channels for spectrum handoff.

5. CONCLUSION

As it very well may be seen from Figure 7, a reenactment examine has been led so as to explore the execution of all out packet blunder rate which was actualized utilizing support learning regarding optional client defer limitations. The examination has been made as far as different defer due dates. The cultivated outcomes demonstrate that the packet mistake rate is zero as for no postpone limitation.

The proposed handoff scheme efficiently lessen the PUs handoff deferral and SU (Secondary User) waiting delay brought about by spectrum handoff. In addition, we consider the impacts of direct conditions in perspective of packet error rate (PER) as for entry rate of SUs. To upgrade the nature of administration, it is critical to consider both the handoff delay and the transmission channel quality, while picking channels for spectrum handoff.

5. CONCLUSION

The proposed reinforcement learning based handoff method utilizes NOMA and multiuser CR have thought about their points of interest in spectrum use. Be that as it may, by suitably
joining NOMA with multicast CR organizing, further execution enhancement as far as high productivity can be accomplished. The proposed handoff method means to reduce the SU (Secondary User) handoff delay brought about by spectrum handoff. In this paper we consider the impacts of other divert conditions in perspective of packet error rate (PER). To upgrade the nature of administration applications, it is imperative to consider both the handoff delay and the transmission channel quality, while picking channels for spectrum handoff. The outcomes assessment dependent by and large holding up of all SU associations and all out administration time of all PU association.
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