A Target Tracking Model for Enterprise Production Monitoring System Based on Spatial Information and Appearance Model
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ABSTRACT

Target tracking is the key function of intelligent production monitoring systems in manufacturing enterprises. In many monitoring systems, however, the fields of view (FOVs) of multiple cameras only partially overlap each other, leaving many blind zones that affect the target tracking effect. To solve the problem, this paper explores the spatial correlation probability of appearance features, and discusses about the brightness transfer function (BTF) between different FOVs. Next, the effects of appearance matching were improved, the target position was reconstructed in world coordinate system, and the spatial features of the target was extracted. On this basis, the author established a target tracking and matching appearance model with spatial information. Finally, the effectiveness of the model was fully verified through a simulation on the multi-camera production monitoring system of a factory.

1. INTRODUCTION

Production monitoring systems have been widely adopted in today’s enterprises [1]. These systems should realize intelligent monitoring of the production line, and achieve comparable performance as manual monitoring. Modern production enterprises often operate several production lines at the same time. Therefore, multiple distributed cameras should be arranged in the intelligent production monitoring system to track the targets on each production line, analyze the target behavior, and detect abnormalities in time. The multi-camera monitoring system boasts a larger monitoring range and a wider view angle than single-camera monitoring system. As a result, the information of moving targets can be captured comprehensively, even in the presence of occlusions. However, the introduction of multiple cameras has brought a new problem: the fields of view (FOVs) of some cameras only partially overlap each other, leaving blind zones between them. If a target passes through or remains in a blind zone, the monitoring system will lose the target. When the target reenters the monitoring range, the system must associate it with the previously detected target to realize continuous tracking. For cameras with blind zones, the difficulty of continuous tracking is further increased by the fact that the same target appears differently in these cameras. The different appearances come from the varied FOVs and illuminations between the cameras.

To solve the problem, this paper fully explores the target matching and tracking of multi-camera production monitoring systems with blind zones. Drawing on the existing technologies, the trajectory of the target moving across the FOVs of multiple cameras was reconstructed, and the motion features of the target were extracted. The reconstruction and feature extraction were carried out based on spatial information. In this way, the multiple cameras can realize smooth handover of the target, and associate the reappearing target with the previously detected target, that is, achieve continuous tracking of the target in the presence of blind zones. The research results shed theoretical lights on intelligent production monitoring systems.

2. LITERATURE REVIEW

The target tracking by multiple cameras [2] is an interdisciplinary issue, involving technologies like computer vision and pattern recognition. In the presence of blind zones, target appearance differs greatly from camera to camera, making the single-camera tacking algorithm inapplicable. To solve the target tracking problem of multiple cameras with blind zones, the traditional approaches mainly include appearance model [3], spatiotemporal correlation algorithm, and data fusion.

The appearance model usually extracts correlation features like color and texture from the regions of interest (ROIs) of images or video frames on different targets, and then evaluates the similarity between these targets. Ordonez-Etxeberria et al. [4] calculated the main color spectrum of each target based on the distance of color space, and compared the distance between different targets. Nonetheless, the direct use of color and color-related features lacks spatial information, making the model matching less effective. Yilmaz et al. [5] divided the image into three parts by aspect ratio, and realized histogram matching in two layers: the first layer is the entire target, and the second is the three parts of the target. Nam et al. [6] meshed the target into multiple grids, and matched the features between the grids. Lo et al. [7] established a complex three-dimensional (3D) model, sampled images with the model and camera calibration parameters, and reconstructed the 3D model of the target to complete the matching process.

Considering the difference of multiple cameras in target appearance, it is very important to set up a robust model to convert the colors between different cameras. The color transfer model between cameras should be corrected to...
To overcome the above defects, this paper firstly estimates the height of the target by multipline projection. The height was selected because it is a relatively stable appearance feature. For the same target, the height will not change obviously through the movement, ensuring the matching accuracy between the reappearing and previous targets. Next, the BTF between cameras was trained to compensate for the color deviation of the target appearance in different FOVs. Based on the spatial information of the target (i.e. height, moving direction and position), the relationship between the color space and image position was established. After that, the position of the reconstructed color space was used to weight different color spaces, and to increase the spatial distribution information of color features. In this way, multiple images were fused to enhance the matching accuracy.

3.1 Height estimation through multipline projection

Firstly, a world coordinate system was set up with the x- and y-axis on the horizontal plane (z=0) and the z-axis perpendicular to the horizontal plane. The target was originally placed on the plane \( P_0 \). The plane with a distance \( h \) above \( P_0 \) is denoted as plane \( P_h \). Using the pinhole model and calibration parameters of cameras, the foreground pixels of the target were projected onto different planes, including \( P_0 \) and a series of planes \( P_h \). The mapping rule between different planes satisfies the geometric relationship.

Let \((x_a, y_a)\) be the camera position on the horizontal plane and \( h_a \) be the height of the camera. For point \( O \) on plane \( P_0 \), the coordinates of its projection point \( P \) on plane \( P_h \) and those of its projection point \( Q \) on the horizontal plane satisfy the following relationships:

\[
\begin{align*}
x_p &= x_q - (x_q - x_a)z_p/h_a \\
y_p &= y_q - (y_q - y_a)z_p/h_a
\end{align*}
\]

The vertical axis \( w \) of the target is perpendicular to \( P_0 \). If looking down vertically to \( P_0 \), the target projection on the horizontal plane must extend away from the camera, and that on \( P_h \) must fall on the other side of \( w \). Then, the plane at the target height \( P_h \) ends at \( w \), the \( P_h \) begins at \( w \) and the two projections intersect at \((x, y)\).

Hence, the coordinates \( p(x, y) \) of the target projection on the horizontal plane were obtained by the trajectory reconstruction algorithm based on multi-feature points. Then, the total distance between the projection and the target was acquired by multipline projection, and the minimum height of the total distance was taken as the target height.

Let \( \varphi \) be the set of foreground pixels of the target, and \( X^h_i \) be position of foreground pixel \( i \) in \( \varphi \), with \( h \) being the height that the pixel is projected to in the world coordinate system. Then, \( X^h_i \) was projected to the horizontal plane to obtain the position \( x_i \) of the common FOV. Let \( D(x_i, P) \) be the Euclidean distance from \( x_i \) to the target position \( p \). Thus, the total projection distance \( L_h \) of all foreground pixels can be expressed as:

\[
L_h = \sum_{i \in \varphi} D(x^h_i, P)
\]

In fact, there is no need to find the global optimal solution of \( L_h \), due to the limited calibration accuracy and the possible errors induced by the extraction of foreground pixels and the reconstruction error of target position.
In actual computation, the minimum interval of projection plane is 0.1 cm and \(L_h\) is a convex function of \(h\). Thus, the minimum projection height \(h\) was calculated every other 1 cm. Twenty planes, \(h_1, \ldots, h_{20}\), were projected by the interval of 0.1 cm to obtain the total projection distance of foreground pixels. Then, the projection height corresponding to the minimum total value was adopted as the target height.

According to the law of target motion, the center of gravity of the moving target tends to rise and fall periodically. Being a correlation feature of the target, the height can be used to screen out targets with marked differences. But this strategy faces two major defects. For one thing, the target height may vary slightly during the motion, causing changes in the number of pixels on the image plane. The farther the target moves, the smaller its contour on the image, and the greater the estimation error. For another, the target height estimated in different FOVs may have systematic error, owing to calibration error and other reasons. The following strategy was adopted to solve the defects.

First, the target height in each frame was estimated by multiplane projection. Next, the mean height \(H\) was obtained by averaging the estimated results of multiple frames. Meanwhile, the height interval \(dH\) was determined based on the FOVs of different cameras. The estimated results that fall out of the \(dH\) were removed, leaving only those within this interval. After that, the systematic error in target height estimation was defined as a linear function:

\[
H_{i,a} = f^H_{i}(H_{i,a}) = \alpha H_{i,a} + \varepsilon
\]

where, \(H_{i,a}\) and \(H_{a}\) are the heights of target \(a\) estimated in the FOVs of cameras \(C_i\) and \(C_j\), respectively; \(\alpha\) and \(\varepsilon\) are height transfer parameters between cameras that can be estimated through linear fitting of sample data. The similarity between \(H_{i,a}\) and \(H_{j,a}\) can be obtained as:

\[
P_{H}(O_{i,a}, O_{j,b}) = \exp \left( -(O_{i,a}(H) - f^H_{j} \ast O_{j,b}(H))^2 / \sigma_H^2 \right)
\]

### 3.2 HSV histogram matching based on spatial information

For simplicity, the traditional appearance model algorithms usually extract color features from the target area for comparison. To match color features, the color space must be selected rationally, the color features quantized into vectors, and a similarity (distance) criterion defined to measure color similarity between images. Unlike other visual features, color features are not heavily dependent on the size, direction or perspective of the image, and highly invariant to rotations.

Despite the high rotation-invariance, the color features are easy to lose spatial information, which is conducive to feature matching. For example, it is impossible to distinguish between a black-and-white target and a white-and-black target by the color histogram features extracted from the color space. In view of this, spatial information is added to color features in most emerging matching algorithms of color-based appearance model.

In the intelligent production monitoring system, the target is not an isolated image, but an image sequence. To achieve effective matching, the color-based appearance model must fuse multi-frame images from different angles. Traditionally, the multiple images are processed by the weighted average method. However, the weighted features will be close to the original ones, if the pixel features are different between the front and back planes of a target. In this case, the fused target will be matched with the wrong target. To solve the problem, this paper proposes the HSV histogram matching algorithm based on spatial information. The algorithm firstly trains the BTF between cameras, and uses the trained BTF to compensate for the color deviation of target appearances in different FOVs. After that, the targets in different FOVs were matched.

In the multi-camera monitoring system with blind zones, each camera has a unique illumination conditions that affects the color features of target. The target is bright under strong illumination, and dark under weak illumination. The varied brightness makes it more difficult to predict the impacts of shadows and occlusion. The color difference of the same target is further amplified, because different cameras often use different photosensitive devices. There are two ways to eliminate this color difference: finding the features insensitive to illumination, and creating the BTF [14] between cameras. The latter strategy is adopted here.

The reflection coefficient \(R_s(o, t)\) of target \(o\) under the FOV at time \(t\) can be expressed as:

\[
R_s(o, t) = M(o)G_s(o, t)
\]

where, \(M(o)\) is the reflection coefficient of the target material; \(G_s(o, t)\) is the influence of camera geometry and target time variation. It is assumed that all points on the target image satisfy \(G_s(o, t) = G_s(q, t) = G_s(t)\), i.e. the target has a flat surface. Then, the time-variation of camera’s internal parameters can be defined as:

\[
Y_s(t) = \frac{\pi}{4} \frac{d_s(t)}{h_s(t)} \cos^4 \alpha_s(o, t) = \frac{\pi}{4} \frac{d_s(t)}{h_s(t)} \frac{c}{4}
\]

where, \(h_s(t)\) is focal length; \(d_s(t)\) is lens size; \(\alpha_s(o, t)\) is the angle between the optical axis and the line between optical center and \(p\).

Then, the brightness \(B_s(o, t)\) of point \(o\) on the target image can be expressed as:

\[
B_s(o, t) = g_s(E_s(o, t)X_s(t)) = g_s(M(o)G_s(t)Y_s(t)X_s(t))
\]

For the same target, the material is the same under different cameras. Hence, \(M(o)\) can be derived from formula (7) as:

\[
M(o) = \frac{g_{s}^{-1}(B_s(o, t_s))}{G_s(t_s)Y_s(t_s)X_s(t_s)} = \frac{g_{u}^{-1}(B_u(o, t_u))}{G_u(t_u)Y_u(t_u)X_u(t_u)}
\]

Then, we have:

\[
B_u(o, t_u) = g_u\frac{G_u(t_u)Y_u(t_u)X_u(t_u)}{G_s(t_s)Y_s(t_s)X_s(t_s)} g_{s}^{-1}(B_s(o, t_s)) = g_u\frac{w(t_u)Y_u(t_u)}{w(t_s)Y_s(t_s)} g_{s}^{-1}(B_s(o, t_s)) = g_u(w(t_u)g_{s}^{-1}(B_s)) = f_{su}(B_u)
\]

Formula (9) shows, for any point on the target image, the BTF between different frames are obviously different. The parameters \(p\), \(t_s\) and \(t_u\) are negligible. Let \(f_{su}\) be the BTF of camera \(C_u\) to camera \(C_s\). Then, we have:

\[
B_u = g_u(w g_{s}^{-1}(B_s)) = f_{su}(B_u)
\]

In BFT research, the normalized cumulative histograms, i.e., the integration of the normalized histograms on the grayscale,
are often adopted. Let \( H_s \) and \( H_u \) be the normalized cumulative histograms of targets \( O_s \) and \( O_u \), respectively. Then, \( H_s(B_s) = H_u(B_u) = H_u(f_{su}(B_u)) \). Then, the following equation can be derived:

\[
f_{su}(B_s) = H_u^{-1}(H_s(B_s)) \tag{11}
\]

To set up the color histogram, the color space was divided into several intervals according to the resolution or length of the histogram. Each interval corresponds to a bin of the histogram. Then, the target image area was traversed, and the pixels falling into the corresponding color space were counted to obtain the color distribution. Let \( H(k) \) be the vector of the color histogram. Then, the color histogram conversion can be defined as:

\[
H_k = \frac{n_k}{N}(k = 0,1, ..., L - 1) \tag{12}
\]

where, \( k \) is a dimension of the vector; \( L \) is the number of bins in the color histogram; \( n_k \) is the number of pixels in the color space corresponding to \( k \) in the target image area; \( N \) is the total number of pixels in the image.

### 3.3 Appearance model based on spatial information

In this section, the target height is estimated by multilayer projection. Then, the color-based model with spatial information was established for each target based on the target heights. Moreover, the relationship between color space and target position was reconstructed, and used to determine the spatial information of the color space.

To begin with, the author set up a cylinder with the origin as the center, the height of \( h_0 = 1 \) and the radius of ratio \( r_0 \). Then, the cylinder surface was divided into \( M \) layers, and each layer was further meshed into \( N \) grids. From the intersection of the cylinder and the x-axis, the grids were numbered from 1 to \( N \) in counterclockwise order.

Next, the direction vector of the first block \( \vec{f}_0 = (1,0,0) \) was taken as the direction of the model, and the central point of the target was viewed as the position of each block. Let \( \vec{n}_i(i = 1,2, ..., M * N) \) be the direction vector perpendicular to the cylinder. Then, the grids \( p_i(x,y,z)(i = 1,2, ..., M * N) \) of the \( M * N \) points of the model and their direction vectors \( \vec{n}_i \), and the positive direction vector \( \vec{f}_0 \) of the model were obtained.

Let \( p(x,y,z) \), \( \text{height} \) and \( \text{orient} \) be the position, height and direction of target \( A \) in world coordinate system, respectively. If \( z = 0 \), then the target is on the horizontal plane. The position of each grid was updated by increasing the height. Then, the position of each point \( (s = 1,2, ..., M * N) \) can be updated by:

\[
p_i(x,y,z) = \text{height} \cdot p_i(x,y,z) \tag{13}
\]

On the other hand, it is assumed that \( f'_0 \) rotates to \( \text{orient}_A \) by a counterclockwise angle of \( \theta \) (both vectors are parallel to the horizontal plane). Then, all the grids \( p_i(x,y,z) \) and the corresponding normal vectors were rotated by \( \theta \) around the z-axis, making the target direction the positive direction of the model.

Finally, all updated and rotated points \( p_i(x,y,z) \) were translated to \( p(x,y,z) \), such that the center points moved \( (0,0,0) \) to the final positions \( p(x,y,z) \). These grids were projected back to the image plane, creating new grid \( c_i(x,y)(s = 1,2, ..., M * N) \). This way, the author determined the correspondence between color space and target position. The cylindrical model and projected grids are shown in Figure 1.

![Figure 1](https://via.placeholder.com/150)

(a) Cylinder meshing

(b) Projected grids

**Figure 1.** The cylindrical model

In the cylindrical model, the grids on the back were covered by those facing the camera. The occlusion was not reflected after the grids were projected back to the image plane. To represent the occlusion, the normal vectors \( p \) of the image plane were calculated based on camera’s calibration parameters, and subjected to dot multiplication with the direction vectors of the dot matrix: \( \theta = \vec{n} \cdot \vec{p} \). The \( \theta \) value was negative for the grids on the back and positive for those on the front. The greater the \( \theta \) value, the more visible the corresponding grid.

For a target entering the FOV, an instance \( \Gamma \) was established for it by zooming, rotating and translating the original model: \( \Gamma = \{ \text{position}, \text{height}, \text{orient}, \{V^{M*N}\} \} \), where position, height and orient are the height, position and direction of the target, respectively; \( \{V^{M*N}\} \) is the feature set of \( M * N \) grid centers. Each \( V \) is a combination of three parameters:

1. \( \vec{n}_i \): This parameter is the normalized cylindrical normal vector of grid center.
2. \( \vec{H}_i \): This parameter is the HSV histogram of grid \( i \) on the image plane. Let \( c_i(x,y) \) be the projection of the center of grid \( i \) on the image plane. Then, the \( H_i \) of the foreground pixels in the image area (size: \( patch_N * patch_N \)) centering on \( c_i(x,y) \) was calculated. After that, \( H \) was quantized into 8 units, while \( S \) and \( V \) were quantized into 4 units. Then, the three histograms were merged into a large histogram, which
was then normalized into histogram $H_t$. Note that $patch_N$ was selected according to the height of $imag\_H$ of the target foreground pixel and the number of layers of the selected points. The $patch_N$ value should not be excessively large or small. Here, it is set to $N = a^{f} \times imag\_H / M$.

(3) reliable: This parameter measures the reliability of the grid area. It was obtained through dot multiplication of the normal vector of grid center $\bar{n}$ and that of the image plane $\hat{p}$.

If the image area (size: $patch_N \times patch_N$) is partially invisible, then the invisible part is not covered in the $H_t$ calculation. If the entire area is invisible, then the image area is invalid and its $\text{reliable}_i$ is set to -2.

### 3.4 Target tracking and matching by the appearance model with spatial information

This subsection explains how to apply the established appearance model in target tracking and matching of multicamera monitoring system with blind zones.

The first step is to initialize the system configuration, including calibration, installation, time sync, and alignment of cameras. Then, the FOV boundary of each camera was marked with points, and mapped to a horizontal plane. In addition, the BTF $f_{tu}$ between cameras $C_a$ and $C_u$ was trained.

Taking camera $C_1$ as an example, each target $O_{t,a}$ entering the camera’s FOV was tracked continuously by the single-camera tracking algorithm. The foreground pixels of the target were extracted. After a period (time window) $Twin$, the target trajectory $O_{t,a}(tra)$ was reconstructed in the horizontal plane by the trajectory reconstruction algorithm, and the trajectory features were extracted. If the target is completely visible (i.e., the target is in the lens and the reconstructed position falls in the FOV), the target height $H_{t,a}^i$ can be obtained by multiplane projection.

It is assumed that camera $C_j$ has a set of $N$ sets $O_{t,a}(1, O_{t,b}, ..., O_{t,m})$ and camera $C_j$ has a set of $M$ targets $O_{t,b}(O_{t,a}, O_{t,b}, ..., O_{t,m})$ before time $t$. The targets have been detected (i.e., the targets that have entered and left the FOV) and those being detected under a single camera were allocated to the observation set. To track each target, all the targets must be matched to reveal the relationship between targets and time sequence.

Let $P_{st}(O_{t,a}, O_{t,b})$ be the correlation probability between $O_{t,a}$ and $O_{t,b}$, $P_{s}(O_{t,a}, O_{t,b})$ be the height similarity between the two targets, and $P_{HSV}(O_{t,a}, O_{t,b})$ be the similarity of HSV histogram based on spatial information. Then, the final similarity between the two targets can be determined as:

$$P_{app}(O_{t,a}, O_{t,b}) = P_{st}(O_{t,a}, O_{t,b}) \times P_{HSV}(O_{t,a}, O_{t,b})$$

Ultimately, the correlation probability between $O_{t,a}$ and $O_{t,b}$ is the weighted sum of the spatiotemporal correlation probability and the external model correlation probability.

$$P(O_{t,a}, O_{t,b}) = P_{st}(O_{t,a}, O_{t,b}) \times P_{HSV}(O_{t,a}, O_{t,b}) \times P_{s}(O_{t,a}, O_{t,b})$$

Next, it is assumed that $\Sigma$ is the solution space of the multicamera tracking problem, and $K = \{K_{t,a}^{i,b}, K_{t,c}^{r,e} \}$ is one of the associated subsets of the problem. For any $K_{t,a}^{i,b} \in K$, there exists $\phi_{K_{t,a}^{i,b}} = 1$. Since each target can only be associated with one previous or subsequent target, the subset $K$ can be described as $\phi_K = true$ for any $\{K_{t,a}^{i,b}, K_{t,c}^{r,e} \} \in K, (i, a) \neq (p, c) \wedge (j, b) \neq (r, e)$, which is a feasible solution in the solution space. Therefore, the tracking problem is to find the maximum likelihood probability in all feasible solutions in the solution space $\Sigma$:

$$K' = \arg \max_{K \in \Sigma} \prod P(O \mid \phi_K = true)$$

If the correlation probability between any two targets is independent to that of any other two targets, then the above formula can be rewritten as:

$$K' = \arg \max_{K \in \Sigma} \prod_{K_{t,a}^{i,b} \in K} P(O_{t,a}, O_{t,b} \mid \phi_{K_{t,a}^{i,b}} = true)$$

Taking logarithms on both sides of formula (17), and the problem is transformed into solving the maximum of the summation equation below:

$$K = \arg \max_{K \in \Sigma} \sum_{K_{t,a}^{i,b} \in K} \log P(O_{t,a}, O_{t,b} \mid \phi_{K_{t,a}^{i,b}} = true)$$

The above algorithm assumes that all observation sets are known and available. To make it suitable for real time series, a fixed interval sliding time window should be added to the algorithm to calculate the correlations between all targets in the window. If the time window is too long, the matching will have a long delay; if the time window is too short, the matching results will contain a high error. Hence, the window size should be defined to cover the matching time of all the cameras.

### 4. EXPERIMENTAL VERIFICATION AND RESULTS ANALYSIS

To verify the effectiveness of our model and algorithm, a test sequence was collected from a production monitoring system with four cameras (frame rate: 20fps) in a factory. The four cameras have no overlap between the FOVs. Each camera has been calibrated by Tsai’s method and aligned to a unified world coordinate system.

Based on the camera’s calibration parameters, the FOVs of the four cameras were projected onto the horizontal plane $(z=0)$. As shown in Figure 2, there were only a few very small overlaps between the four FOV projections.

![Figure 2. Projection of the FOVs in the horizontal plane (z=0)](image-url)
Figure 3 shows the reconstructed trajectory of a target on the horizontal plane. Only the upper half of the target appeared in the FOV of Camera 3. The trajectories of the target were reconstructed by the trajectory reconstruction algorithm in the blind zones, and linked up with that in each of the other three FOVs. The trajectories were closed to each other at the joints, rather than identical, due to the calibration error (the feature points extracted from different cameras were not the same physical point). As shown in Figure 3, the reconstructed trajectory in the FOV of Camera 3 was different from the other trajectories. The mean distance of the overlap point of the camera was 0.12 m. For the parts produced in the workshop, the space occupies about 0.6*0.8 m. This distance can be used to correlate the targets of different cameras.

**Figure 3.** The reconstructed trajectory of a target on the horizontal plane (z=0)

Next, the FOVs of Cameras 1 and 4, which are not overlapped, were used to correlate the target trajectories. The projections of the two FOVs are shown in Figure 4.

**Figure 4.** Projections of two nonoverlapped FOVs

The correlation probability between the trajectories in the two FOVs was computed in the above two scenes, with the time window of 30s. There were 5 trajectories in the FOVs of Camera 4 and 9 in that of Camera 1. The results are listed in Table 1.

From which we can get that our model successfully reconstructed the position of the moving target on the horizontal plane based on partially visible image sequences, and achieved the tracking of the target moving in the production line of a factory.

<table>
<thead>
<tr>
<th>Trajectories of Camera 1</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trajectories of Camera 4</td>
<td>-</td>
<td>-</td>
<td>15.5%</td>
<td>-</td>
<td>5.5%</td>
</tr>
<tr>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>-</td>
<td>92.5%</td>
<td>3.2%</td>
<td>0.2%</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
<td>70.8%</td>
<td>-</td>
<td>1.8%</td>
</tr>
<tr>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>26.6%</td>
</tr>
<tr>
<td>8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>62.5%</td>
</tr>
<tr>
<td>9</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

In the intelligent production monitoring system, there are often nonoverlapping areas between the FOVs of different cameras. These blind zones make it difficult to track targets passing across multiple cameras. To solve the problem, this paper probes deep into the BTF between different FOVs, and relied on the BTF to improve the effects of appearance matching. Next, the target position was reconstructed in world coordinate system and the spatial features of the target was extracted. Finally, a target tracking and matching appearance model was established based on the 3D spatial information, and proved capable of accurate matching between targets in the image sequences captured by multiple cameras with blind zones.
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