Robust Cluster-then-label (RCTL) Approach for Heart Disease Prediction

Jyostna Devi Bodapati1, Venkata Rama Krishna Sajja1, Nirupama Bhat Mundukur1, Naralasetti Veeranjaneyulu2

1 Department of CSE, Vignan’s Foundation for Science, Technology and Research, Vadlamudi, Guntur, AP 522213, India
2 Department of IT, Vignan’s Foundation for Science, Technology and Research, Vadlamudi, Guntur, AP 522213, India

Corresponding Author Email: jyostna.bodapati82@gmail.com

https://doi.org/10.18280/isi.240305

ABSTRACT

Heart attack or stroke occurs due to the narrowed or blocked blood vessels that are present in the heart. If not identified at the early stages of the disease, there is a high probability to lose life. An algorithm that takes the advantage of the inferences given by unsupervised learning is proposed. Our proposed framework leverages the unsupervised information that is hidden in the data to improve the accuracy of the classifier. By using clustering, a label is obtained and this cluster label is included as one of the features. This augmented feature set fed as input to the classifier to predict the disease. For clustering to avoid uncertainty, k-means and spectral clustering are used. If the cluster label predicted by both the methods match, then only that information is included as one of the features. To evaluate the effectiveness of the proposed algorithm two heart disease benchmark datasets, Framingham and statlog are used. For the classification task Logistic regression, Naive Baye’s and SVM are being used to make the model simple yet effective. Based on the experimental results we claim that by augmenting the feature set with the cluster label using the proposed method significantly improves the performance of the heart disease prediction task.

1. INTRODUCTION

Heart disease is the most common reason for human deaths in the recent past [1]. As per review of WHO (World Health Organization), 17 million all out worldwide passings are because of coronary illness [2]. The root cause of heart disease is mostly because of the work over-burden, Mental Stress and numerous different issues [3].

There are two major lines of treatment for cardiac diseases. Initially, an individual will be given medication to treat the heart condition using medications. If the medication will not give any positive impact, then surgical choices are suggested to correct the difficulty [4].

It would be helpful to save lives if this disease is predicted at the early stages of it [4]. Different Machine learning algorithms can be used to accomplish task [5, 6]. But none of them tried to explore the usage of underlying unsupervised information that is hidden in the data.

In this work we propose a robust algorithm for automatic prediction of heart disease called robust cluster-then-label (RCTL) approach. Our proposed framework leverages the unsupervised information that can be extracted from the dataset and then the feature set is augmented with the extracted unsupervised information. In simple words the whole dataset is initially grouped into k clusters. As we know the number of classes in-advance we set k as the number of classes. k-means and spectral clustering are used to cluster the data independently. We decide on the cluster label for an example, if both the algorithms generate same label for that example. The examples for which the clustering label generated by both the clustering techniques mismatch then it is not assigned to any of the clusters. The feature set is augmented with the obtained cluster label. A supervised Classification technique is then applied on the dataset to predict the heart disease. To show the effectiveness of the proposed algorithm we use different benchmark heart disease datasets like Cleveland, Framingham and statlog which are available in UCI repository [7]. For clustering we use k-means and for classification we use Logistic regression, Naive Baye’s and SVM. Based on our investigations on benchmark datasets we claim that by augmenting the feature set with the cluster label significantly improves the generalization ability of the classification.

Major contributions of the work:
- Proposed RCTL method leverages the use of underlying unsupervised information that is hidden in the data.
- Extensive studies on different benchmark datasets show the effectiveness of the decision rule used for deciding the cluster label.

In the succeeding sections we initially introduce motivation behind the work, followed by the details of the proposed RCTL approach. In section 2, we try to explore different techniques that are available in the literature. Section 3 elaborates the different stages of the proposed RCTL approach. Section 4 investigates the results.

2. RELATED WORK

In recent past significant number of deaths are due to the heart disease [8]. As per the statistics, in the U.S., at least one person incorporates a coronary failure each forty seconds, and a minimum of one person dies per minute from an incident regarding heart issues [9]. In most of the cases the patient dies just because of the delay in identifying the heart disease. The major goal is to automatically predict heart strokes in advance based on the given features like age, intensity of smoking,
gender etc. This section presents an overview of different existing machine learning algorithms available in the literature to predict heart disease.

In the recent past large number of researchers worked towards the identification of the disease at the early stages [10]. In [4, 9, 11] different machine learning techniques are explored for heart disease prediction. In [9] in addition to that a support system is created to assist medical professionals to accurately predict the disease. In [12], a hybrid algorithm is proposed that is a combination of KNN and ID3 algorithms are used. In [13] data mining techniques are used to predict heart disease and to suggest suitable treatment.

An interactive web based application [14] is designed to assist people diagnosing heart disease. Naïve Baye’s algorithm is used to model the data. In [15] Mega Trend Diffusion Function is applied for each example of each class in dataset. Then PCA is applied to reduce the dimensionality [16]. In [17-25] data mining techniques are being explored to extract patterns related to heart disease based on the previous medical history of a patient. In [26], a combination CFP techniques and statistical features are used together to predict heart failures in advance. In [27] heart failure events are predicted in the early stages based on the data collected by telemonitoring study. LSTM based sequential model is proposed in [28] based to EHS records and patients health records. Neural network based models are proposed in [29, 30] and SVM based models are explored in [31].

In all these above models either different classification algorithms [4, 9, 13] are being explored or a combination of classification techniques are combined to introduce a hybrid method [12, 17]. None of the existing methods explored the use of unsupervised methods for the early prediction of heart stroke.

Major objective of this work is to propose a robust cluster-then-label-approach for heart disease prediction. Our proposed framework leverages the unsupervised information that can be extracted from the dataset and then the feature set is augmented with the extracted unsupervised information. We propose a novel method to predict the cluster label for all the examples in the dataset. In the next step this obtained cluster label is added as one of the features to the data, then a supervised classifier is trained to accurately predict the test data. As we are including cluster label as one of the features we claim it as feature augmentation. To predict accurate cluster label we use two clustering algorithms. If the cluster label produced by both the clustering schemes match then only we confirm it otherwise we assign 0 as the cluster label indicating that it is not belonging to any cluster. To cluster the data two different clusters are applied. To check the robustness of the proposed method different classification methods are being used.

In traditional machine learning algorithms major steps involved are: collect the dataset, extract features from the data, apply supervised classifier to obtain label prediction. Figure 1 shows the steps involved in the proposed approach: collection of dataset, preprocess the data, cluster the data to predict the label, add this cluster label as one of the feature to augment features of the data, then apply supervised classifier to obtain the label prediction. To predict accurate cluster label, two different simple clustering schemes are being used. If both schemes agree on the cluster prediction then the assignment is being considered.

K-means clustering: Once the dataset is available, k-means unsupervised clustering is applied to partition the entire dataset into k disjoint sets. As the dataset contains 2 classes, k value is set as 2. Each cluster is designated by a cluster center \( \mu \) called centroid of the cluster. The objective of k-means algorithm is to choose cluster centers such that the following objective is minimized:

\[
\sum_{i=0}^{n} \min_{j \in C} \left( |x_i - \mu_j|^2 \right) \quad (1)
\]

Spectral Clustering: This part of this section gives the working details of spectral clustering algorithm. Later we will give the details of how we adopted it to our work. Let the given dataset contains \( n \) samples \( \{x_1, x_2, x_3, \ldots, x_n\} \).

Step 1: Compute a weighted matrix, \( W \), based on the similarity between the data points. \( W \) is a square matrix of size \( nxn \).

Step 2: Based on \( W \), Compute a graph laplacian \( L \) as follows:

\[
L = D - W \quad (2)
\]

In equation (2), \( D \) refers to the diagonal degree matrix of size \( nxn \) and is computed as follows:

\[
D[i,j]=\sum_{j=1}^{n} w[i,j] \quad (3)
\]

Step 3: Now compute the eigen vectors, \( v \), of Laplacian matrix, \( L \) by solving an Eigenvalue problem, such as \( Lv=\lambda v \).

Step 4: Select \( k \) eigenvectors \( \{v_i, i=1,2,\ldots k\} \) corresponding to the \( k \) significant eigenvalues \( \{\lambda_i, i=1,2,\ldots k\} \) to define a \( k \)-dimensional subspace \( PLP \). Form clusters in this subspace using any clustering algorithm.

Following are the specific details of the spectral clustering that we have adopted for our experiments.

a. Gaussian kernel is used in step1 to compute the similarity between the data points \( x_i \) and \( x_j \). Similarity between the
samples is represented using \(d(x_i, x_j)\) and is measured as follows:

\[
d(x_i, x_j) = \exp(-\frac{||x_i-x_j||^2}{2\sigma^2})
\]  

(4)
b. To generate \(W\) as sparse as possible, similarity is measured only for the \(k\) nearest samples from a sample and to the rest of samples similarity is set to 0. The value of each cell of \(W\) is computed is follows:

\[
W[i,j] = d(x_i, x_j) \text{ if } x_i \in \text{knn}(x_j)
\] 

(5)

\(W[i,j] = 0\) otherwise.

As \(W\) is sparse, it leads to efficient computation.

c. In step 4, to form clusters in subspace, k-means clustering is used.

We have used different bench mark datasets for heart disease prediction.

Spectral Clustering is semi-convex and the clusters are formed in the projected space not in the original space [33]. Hence can produce better clusters compared to k-means but with large data sets spectral clustering fails [34-35]. To leverage the benefit of both k-means and spectral clustering we use both the methods to get the final cluster label. On the entire dataset both the clustering techniques are used and cluster labels are produced.

Let \(L_k\) and \(L_s\) be the cluster labels produced by k-means and spectral clustering respectively. Figure 2 shows the approach we followed to fix the cluster label. For an example \(x_i\), we fix decide the cluster label, if both the clustering approaches agree on the label produced by them. That is if \(L_k\) and \(L_s\) match then we fix the cluster label for \(x_i\) as \(L_k\) or \(L_s\). Otherwise we set the cluster label as 0. Cluster label 0 indicates that the example \(x_i\) is not assigned to any of the clusters as we are not confident about the cluster to which it belongs to.

Once the cluster label is decided for all the examples, in the dataset then this label is added as one of the features to the feature set. This is how we are augmenting the features by providing additional information that would help for better classification. To show the effectiveness of the proposed approach the proposed RCTL approach is applied for heart disease prediction task. Based on the results obtained on two bench mark datasets we claim that the proposed robust cluster – then – label method gives better performance than the method that do not use the cluster label. The performance is also compared with the other baseline methods to who that our approach is on par with the state of the art methods.

4. EXPERIMENTAL RESULTS

The objective of this work is to introduce a novel efficient machine learning algorithm that predicts the heart disease in the early stages based on the profile of the patient. We introduce a novel, simple and robust cluster – then – label method that makes use of the unsupervised clustering information to improve the generalization ability of the classifier. To show the efficiency of the proposed approach we apply the proposed method for heart disease prediction task. Two of the datasets from UCI repository are selected for the task and the details of them are summarized in Table 1.

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>Attributes</th>
<th>No Of instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Framingham</td>
<td>Gender, Age, Education, Current smoking status, cigars per day, BPMeds, Prelevent stroke, Prevalent Hyp, Diabetes, totchol, sysBP, diaBP, BMI, Heart rate, glucose, Tenyear CHD.</td>
<td>4241</td>
</tr>
<tr>
<td>Stat log</td>
<td>age, sex, chest pain type, resting blood pressure, serum cholesterol, fasting blood sugar, resting electrocardiographic results, maximum heart rate achieved, exercise induced, in an old peak slope, number of major vessels, thal.</td>
<td>270</td>
</tr>
</tbody>
</table>

We have selected k-means and spectral clustering to cluster
the entire data and the method explained in Figure 2 is adopted to decide on the cluster label. After fixing the decision on cluster label, this label is included as one of the features. That is in case of the original datasets Framingham has 13 attributes and Statlog dataset has 14 attributes. After including the cluster label as one of the labels the datasets Framingham and Statlog contain 14 and 15 features respectively. We then split the entire dataset into train and test datasets following 80-20 rule. To check the efficiency of the proposed robust cluster-then-label (RCTL) approach we use different approaches for classification task. To make the model simple we use shallow classifiers like Logistic regression, Naïve Baye’s and SVM based classifier. Accuracy of the model is used to evaluate the performance that model.

In the result section we compare the proposed method’s performance with different models. Below are the different models used for comparison.

**Basic Model:** The vanilla supervised model without applying any clustering technique. This model is used as the baseline and the objective is to improve the performance of the basic model.

**RCTL:** Proposed robust cluster – then label approach, that uses 2 clustering methods to obtain robust label as described in section 3.

**K means + Basic model:** The model that uses k-means alone to predict the cluster label, then the feature set is augmented with cluster label and then supervised classifier is used.

**Spectral + Basic model:** The model that uses spectral clustering alone to predict the cluster label, then the feature set is augmented with cluster label and then supervised classifier is used.

**Table 2. Performance of the proposed RCTL method on Framingham dataset**

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Basic Model</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>81.48</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>79.62</td>
</tr>
<tr>
<td>SVM</td>
<td>79.62</td>
</tr>
</tbody>
</table>

**Table 3. Performance of the proposed RCTL method on Statlog dataset**

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Basic Model</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>83.84</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>81.11</td>
</tr>
<tr>
<td>SVM</td>
<td>84.08</td>
</tr>
</tbody>
</table>

The reason for the improvement could be the cluster labels predicted by the proposed RCTL are accurate and adds more discrimination to the data. Hence the classifier that works on the augmented features performs better on this data.

**Table 4. Performance of the proposed RCTL method on Framingham dataset**

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Basic Model</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>83.84</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>81.11</td>
</tr>
<tr>
<td>SVM</td>
<td>84.08</td>
</tr>
</tbody>
</table>

Similar to Table 3, Table 4 presents the results on Framingham dataset, another benchmark dataset for heart disease prediction. The results exhibit that the proposed method significantly improves the performance of the basic model. In all the cases more than 2 % improvement is achieved. The reason for the improvement could be the cluster labels predicted by the proposed RCTL are accurate and adds better discrimination to the data.

The second experiment is done to show the importance of using two different clustering methods to obtain cluster label and also the importance of taking the confidence labels into consideration and ignoring other labels.

**Table 5. Comparison of different cluster-then-label approaches on statlog dataset**

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Clustering used to obtain cluster label</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Basic Model</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>81.48</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>79.62</td>
</tr>
<tr>
<td>SVM</td>
<td>79.62</td>
</tr>
</tbody>
</table>

**Table 6. Comparison of different cluster-then-label approaches on Framingham dataset**

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Clustering used to obtain cluster label</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Basic Model</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>83.84</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>81.11</td>
</tr>
<tr>
<td>SVM</td>
<td>84.08</td>
</tr>
</tbody>
</table>

Table 5 shows the comparison of using different clustering methods to obtain cluster label on statlog dataset. We have done the experiments using k-means and spectral clustering for fair comparison. When either of these methods are used the accuracy of the basic model is improved. We might feel that when single method is used the model achieves better performance. Graph 1 clearly visualize that the proposed RCTL method is better compared to other models.
To claim the robustness of the proposed model the experiment is repeated on Framingham dataset. Table 5 and Graph 2 shows the results obtained on Framingham dataset. Based on the results shown in Table 6, we can understand that using single clustering method to obtain cluster label may degrade the performance of the basic model. Especially when used with SVM as classifier and k-means as the classifier performance of the basic model is not retained and degraded significantly. The results shown in Table 5 also show that the proposed method achieves accuracy better than using single clustering approach for cluster labeling. Graph 4 visualizes the comparison between the proposed model and existing approaches.

Figure 3. Comparison of different cluster-then-label approaches on Stat-log dataset

Figure 4. Comparison of different cluster-then-label approaches on Framingham dataset

As fair comparison is not possible we did not compare the proposed model with the performance of the existing models available in the literature. The proposed model is simple and robust.

5. CONCLUSIONS

The objective of this work is to predict heart disease at the early stages to save human lives. In this work a robust prediction model is proposed for the task that makes use of the hidden unsupervised information. Based on experimental studies we claim that cluster label obtained by the proposed model preserves discriminative information and when this feature is added as one of the feature the model’s performance is improved significantly. In the future we would like to explore and experiment combination of different clustering models and also use neural network based models for classification.
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