










 

that node. Even if load balance is theoretically impossible, our 

model and algorithm could minimize the load difference 

between nodes and achieve basically the load balance. 

The optimized model further reduced the overall storage 

pressure. According to the variation in the node storage 

observed in each experiment, the model optimization greatly 

lowered the node storage required to save the distributed files. 

 

 

7. CONCLUSIONS 

 

This paper probes into the all-to-all comparison of large 

dataset, and gives a formal mathematical description of the 

problem. Then, a multi-objective file distribution model was 

constructed based on the LP, aiming to localize the data, 

balance node storage and loads, minimize the storage 

occupation, and control the occupied storage within the 

storage limit of each node. To save storage space, the 

established model was further optimized, and the file 

distribution algorithm was designed for the distributed 

environment. Finally, our model and algorithm were proved 

valid through several experiments. 
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