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Coal mine monitoring video image data is characterized by overall dark and blurry, low 

contrast, poor illumination, and a large amount of noise. The quality of the data directly affects 

the accuracy of the recognition algorithm, multi-scale decomposition method with noise 

suppression and structure protection is the core of the detail enhancement algorithm. The 

existing detail enhancement method based on L0 norm minimization only utilizes local 

structural information, and it is difficult to effectively filter the noise existing in the video data. 

Aiming at the existing problems, a coal mine monitoring data detail enhancement algorithm 

based on L0 norm and low rank analysis was proposed and achieved good results.  
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1. INTRODUCTION

Coal mine video data is limited by the environment, so the 

images are blurred, the contrast is low, the illumination 

changes greatly, the noise is large, the features are weak, and 

the dimension is high, all of which bring difficulty to the 

recognition [1]. As the data source of coal mine miner 

behavior identification, the quality of coal mine monitoring 

data directly affects the accuracy of the identification 

algorithm [2]. Therefore, the pretreatment of coal mine 

monitoring data becomes an indispensable step of the behavior 

identification algorithm. In the coal mine monitoring data 

preprocessing method, the detail enhancement algorithm is a 

hot spot in the current research which can effectively improve 

the accuracy of monitoring data feature extraction [3-4]. 

Among them, the core problem of the detail enhancement 

algorithm is to design a structure-preserving data multi-scale 

representation method [5]. In recent decades, various 

algorithms with structure preserving ability have been 

successively proposed and achieved remarkable results [6]. 

The research goal in this direction is to enhance the inherent 

structural information of the data, to suppress the gradient 

inversion phenomenon and to compress the noise [7]. 

Although current researches have achieved some results in 

the detail enhancement method, the multi-scale representation 

method of structure preserving still faces many pending 

problems, such as: how to effectively extract the structural 

information within the data, how to compromise the 

representation ability of local structure and global structure, 

how to effectively deal with significant structural information 

when conducting multi-scale decomposition, and how to 

compress the occurrence of gradient inversion phenomenon 

and suppress and eliminate the noises [8]. 

In order to solve above problems, this paper organically 

combines the multi-scale decomposition based on non-local 

L0 norm model with the significant information extraction 

based on low rank analysis and proposes a coal mine 

monitoring data detail enhancement algorithm based on L0 

norm and low rank analysis. 

2. ALGORITHM FLOW

The core of the coal mine monitoring data detail 

enhancement algorithm is the multi-scale representation of 

data based on structure awareness, the decoupling of noise and 

structural information, and the detail enhancement of different 

scales on this basis [9]. In this paper, the coal mine monitoring 

data structure awareness multi-scale analysis is constructed by 

coupling the adaptive non-local L0 model, and the low-rank 

analysis model is used to decouple the noise and structural 

information, and then the Sigmoid function is introduced to 

implement the detail enhancement of different scales. 

This paper presents a method for enhancing details of coal 

mine monitoring data based on L0 norm and low rank analysis. 

As shown in Figure 1, the proposed method consists of three 

major functional modules, respectively are: multi-scale 

representation based on L0 norm, the extraction of significant 

information based on low rank analysis and scale-related detail 

enhancement, mainly including 7 steps: 

Significant information extraction based on low 

rank analysis

Significant information extraction based on low rank analysis

Multi-scale representation based on L0

Coal mine monitoring 

data

Multi-scale 

representation of 

structural awareness

Build a non-local 

regression matrix

Low rank analysis 

input matrix 

construction

Detail enhancement 

data construction

Detail enhancement 

of scale awareness

Significant 

information scale 

space construction

Structural information 

and noise decoupling

Figure 1. A flowchart of detail enhancement method for 

coal mine monitoring data based on L0 norm and low rank 

analysis 
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(1) Build a non-local regression matrix. 

(2) Multi-scale representation of structural awareness. 

(3) Low rank analysis input matrix construction. 

(4) Structural information and noise decoupling. 

(5) Significant information scale space construction. 

(6) Detail enhancement of scale awareness. 

(7) Detail enhancement data construction. 

 

 

3. MULTI-SCALE REPRESENTATION ALGORITHM 

BASED ON NON-LOCAL L0 NORM MINIMIZATION 

MODEL 

 

3.1 L0 norm minimization model 

 

Proposed a global optimization algorithm based on the L0 

paradigm and achieved the global optimization solution of the 

image by constraining the number of gradient modulus values 

[10]. Replaced the fidelity term L2 with L1 based on the L0 

optimization algorithm. 

The definition of the model based on L0 norm minimization 

is as follows: 
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where, the first item (𝐵(𝑥, 𝑦) − 𝐿(𝑥, 𝑦))2 is the fidelity item, 

which ensures the consistency of structural information 

between the output smooth image 𝐵(𝑥, 𝑦) and the input image 

𝐿(𝑥, 𝑦) , 𝜆1  is the scale parameter which realizes the 

compromise between the fidelity item and the constraint item, 

𝐶(𝐵(𝑥, 𝑦))  represents the L0 norm constraint item of the 

smooth image 𝐵(𝑥, 𝑦), its definition is as follows: 

 

                            (2) 

 

where, ∇represents a difference operator, # represents the non-

zero number. The matrix representation of the formula is as 

follows: 

 

                                                 (3) 

 

where, " ∥ ∥ " is the L2 norm. Since the L0 norm-based 

minimization model adopts constraints on the gradient terms, 

the model has a good structural awareness, but ignores the 

non-local structural information within the image. In addition, 

using this model to implement detail enhancement introduces 

a large number of gradient inversions at the boundary. In order 

to solve the above two major problems, this paper proposes to 

introduce non-local constraints to the L0 norm-based 

minimization model. 

 

3.2 Non-local L0 norm minimization model 

 

Introducing the non-local regression model to the L0 norm-

based minimization model, the optimized model is defined as 

follows: 

 

                      (4) 

 

where, ‖𝑊𝛷𝐵‖2
2 is a non-local constraint item, W is non-local 

regression matrix, 𝛷  is the structural extraction matrix of 

image B, in this paper, the matrix 𝛷  is constructed by the 

gradient operators, 𝜆2 is a compromise parameter. 

(1) Image block representation  

in order to construct a non-local regression matrix W, a 

frame of image in the video needs to be partitioned. Normalize 

the image block 𝑝𝑖  with dimension s × s: 

 

                                                                      (5) 

 

where, 𝜇𝑖  and 𝜎𝑖  represent the mean and standard deviation of 

the image block 𝑝𝑖  , respectively. 

It is necessary to further structurally encode the image block 

𝑝𝑖 , in which the similarity measure between the pixel i and the 

pixel j of the image block center is defined as follows: 

 

                           (6) 

 

where i and j represent the spatial coordinates of the pixels, 

pixel j is in the image block, 𝑐𝑖 represents the gray level value 

of pixel i, 𝜎1and 𝜎2 are the standard deviation of the spatial 

and luminance parameters of the bilateral filter. Through 

formula (6), we can get the similarity between all pixels in the 

image block and the center pixel i, and use this to construct the 

structure kernel representation 𝐹𝑖ϵℝ𝑠×𝑠 of the image block i, s 

is the width of the extracted image block, the definition is as 

follows:  

 

                                     (7) 

 

Similarity measure: based on the structural kernel 

representation information of the image block constructed 

above, the block matching method uses the similarity measure 

to achieve the search of image blocks with similar structures, 

and its core is the design of the similarity measure method 

between blocks, which is defined as follows 

 

                                                            (8) 

 

where, 𝐹𝑖 and 𝐹𝑘 represent the structural representation kernel 

of the image block i and the image block k, respectively, 𝜎3is 

the standard deviation of similarity measure, which is used to 

control the sensitivity of the structural similarity measure. 

Based on above similarity measure formula, within the search 

range, the block matching algorithm obtains similarity weight 

satisfying 𝜔𝑖𝑘 ≥ 0.98 or the image blocks are located in the 

top 30 of similarity, then construct the non-local constraint 

matrix with the matched image blocks. 

Construction of the non-local regression matrix W: based 

on the matching image blocks obtained by the block matching 

algorithm, a non-local regression matrix of a certain frame 

image in the coal mine monitoring video is constructed, and 

the similarity weight of the image block i and the image block 

k is 𝜔𝑖𝑘 , the constructed non-local regression coefficient 

matrix W is defined as follows: 
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                           (9) 

 

3.3 Optimization solution of non-local l0 norm 

minimization model 

 

After the non-local constraint matrix W is determined, 

formula (4) contains only one variable output image B, but 

since formula (4) contains the L0 constraint term ‖∇𝐵‖0, so 

the optimization function is non-convex, by introducing two 

intermediate variables 𝑇𝑥  and 𝑇𝑦  to replace the gradients 
𝜕𝐵

𝜕𝑋
 

and 
𝜕𝐵

𝜕𝑦
 of the output image B in x and y direction, the formula 

(4) is rewritten as follows: 

 

  (10) 

 

where, c = 𝑊𝛷 , parameter 𝛽  controls the consistency 

between the intermediate variables 𝑇𝑥, 𝑇𝑦 and the gradients 
𝜕𝐵

𝜕𝑋
 

and  
𝜕𝐵

𝜕𝑦
 when parameter 𝛽 is large enough, the formula (10) is 

equivalent to formula (4). 

By expressing the gradient operators 𝜕𝑥 and 𝜕𝑦 in x and y 

directions into a matrix form, the formula (10) can be rewritten 

as:  

 

(11) 

 

Formula (11) can be solved by using the alternating iterative 

method to obtain variables B, 𝑇𝑥 and 𝑇𝑦, during each iterative 

solution, one or two variables are fixed to solve the remaining 

variables. The optimization function solution steps are divided 

into two sub-problems: smooth image B sub-problem and 

intermediate variables 𝑇𝑥  and 𝑇𝑦 sub-problem. The detailed 

optimization solution is as follows: 

The sub-problem of smooth image B: fix intermediate 

variables 𝑇𝑥  and 𝑇𝑦 , ignoring the related items without 

variable B in formula (11), the optimization function can be 

simplified as: 

 

       (12) 

 

Calculate the derivative of B using formula (12), set the 

derivative equal to 0, then we can get the expression for B as: 

 

           (13) 

 

where, "1" represents a unit matrix. The coefficient matrix of 

the formula(1 + 𝛽𝛷𝑥
𝑇𝛷𝑥 + 𝛽𝛷𝑦

𝑇𝛷𝑦 + 𝜆2𝐶𝑇𝐶) is symmetric, 

sparse, and positive definite. Therefore, a preconditioned 

conjugate gradient method can be used to achieve a rapid 

reconstruction of a smooth image. In the algorithm 

implementation, the MATLAB pcg function is used to solve 

the formula (13). 

The sub-problem of intermediate variables 𝑇𝑥  and 𝑇𝑦 : Fix 

variable B in this iteration, formula (11) can be simplified as: 

 

   (14) 

 

Since ‖|𝑇𝑥| + |𝑇𝑦|‖
0
would return the non-zero number of 

|𝑇𝑥| + |𝑇𝑦| , therefore, the optimization function can be 

implemented by a pixel-by-pixel optimization solution, and 

formula (14) can be rewritten as: 

 

        (15) 

 

When |𝑇𝑥
𝑖| + |𝑇𝑦

𝑖| ≠ 0 , (|𝑇𝑥
𝑖| + |𝑇𝑦

𝑖|)0 is 1, otherwise it is 0. 

For pixel i, the optimization function is as follows: 

 

       (16) 

 

The optimal solution of formula (16) is: 

 

                   (17) 

 

Through the iterative solution of the above two sub-

problems, the optimization function eventually converges to 

the optimal solution and achieves smooth output of the 

structurally protected image. 

 

 

4. SIGNIFICANT INFORMATION SCALE SPACE 

CONSTRUCTION BASED ON LOW RANK ANALYSIS 

 

The main advantages of introducing the low-rank analysis 

model include: (1) It simplifies the selection of scaling 

parameters 𝜆1 and 𝜆2 ; (2) The low-rank part of low-rank 

analysis represents the significant information in similar scale 

space, enabling decoupling of structural information and noise, 

thus improving the noise robustness of the algorithm. 

Low-rank analysis model: from the matrix decomposition 

point of view, the matrix C can be decomposed into three parts: 

the low-rank part R, the sparse part S, and the noise part G. 

Therefore, the low-rank analysis model is defined as follows: 

 

              (18) 

 

Parameters r and c respectively represent rank constraint 

and cardinality constraint. For a given dense matrix 𝐶𝜖ℝ𝑚×𝑛 

and a bilateral random projection with rank r, the low-rank part 

R of the matrix C with rank r is expressed as: 

 

                                                                   (19) 

 

𝑌1 = 𝐶𝐴1, 𝑌2 = 𝐶𝑇𝐴2, 𝐴1𝜖ℝ𝑛×𝑟  𝑎𝑛𝑑 𝐴2𝜖ℝ𝑚×𝑟 . When the 

singular value of the matrix C decays slowly, the solution 

performance of formula (0-19) will drop rapidly. By 

introducing a power method, matrix C can be replaced by �̃� =
(𝐶𝐶𝑇)𝑞𝐶 to accelerate low-rank approximation and improve 

precision, and q is a power iteration parameter. Therefore, the 
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bilateral random projections BRP of the matrix C are 𝑌1 =
�̃�𝐴1, 𝑌2 = �̃�𝐴2. The low-rank approximation matrix �̃� of the 

matrix C is defined as: 

 

                                                                       (20) 

 

By performing QR decomposition on matrix 𝑌1 and 

matrix𝑌2, a low rank matrix R of matrix C can be obtained, 

defined as follows: 

 

                                                  (21) 

 

Based on the obtained low rank part, the sparse part S of the 

matrix B is defined as: 

 

                                                                         (22) 

 

The function ΥΩ extracts c largest terms of a non-zero subset 

Ω within the matrix |𝐶 − 𝑅|, the noise part of the matrix C is 

G=C-R-S. 

Scale-related significant information extraction: in order to 

be able to extract significant structural information within a 

similar-scale smooth image group, the obtained smooth 

images under the dense-scale parameters 𝜆1 and 𝜆2 need to be 

grouped, and then a low-rank analysis model is used to 

perform low-rank analysis on each image group, and extract 

the low-rank part as the significant structural information of 

the image group. 

L represents an input image, B(t) represents a smooth image 

with a scale of 𝑡 = (𝜆1
𝑡 , 𝜆2

𝑡 ). Assume that each frame image of 

the coal mine monitoring data is represented as 𝑢 × 𝜈smooth 

images, and the smooth images of this layer are divided into ν 

groups, and each group contains 𝑢 images. For each group of 

images, it is assumed that the related scale parameter sequence 

is an ascending sequence [𝑡1
𝜈 , 𝑡2

𝜈, … , 𝑡𝑢
𝜈] , in which the 

ascending step length is fixed and the numerical value is small. 

Superscript k represents the group index, and the subscript 

represents the intra-group image index, so the intra-group 

images have similar scale values. For each image group, input 

image L is added to each image group, then by (𝜈 + 1) images 

we can construct low rank analysis model’s input matrix 𝐵𝜈 =
[𝐿, 𝐵(𝑡1

𝜈), … , 𝐵(𝑡𝑢
𝜈)] . In order to extract the low-rank 

structural information of scale awareness, a large number of 

scale parameters are needed to obtain enough smooth images. 

The smooth images have similar scale parameters and high 

correlation, when the ascending step length is fixed, the scale 

awareness significant structural information extraction model 

only needs to determine the maximum value of the scale 

parameter 𝑡 = (𝜆1
𝑡 , 𝜆2

𝑡 ). At the same time, the scale parameter 

sequence will be evenly distributed into  𝜈  groups and each 

group contain u images. Therefore, the problem of 

determining the maximum value of the scale parameter is 

converted into a problem of determining parameters u and 𝜈. 

Through the transformation of parameter problems, the 

selection problem of parameters 𝑡 = (𝜆1
𝑡 , 𝜆2

𝑡 )is simplified to 

some extent. 

A significant structural information extraction model based 

on layer low-rank analysis model is given above, for a given 

low-rank analysis input matrix 𝐵𝜈 , a low-rank analysis model 

is used to extract the low-rank part 𝑅𝜈of the image matrix, and 

then extract the first column’s data 𝑅𝜈,1of the matrix 𝑅𝜈  as the 

significant information of this image group. For the noisy 

input image, the layer-based low-rank analysis model can 

extract the inherent significant structural information in the 

images and remove the noise at the same time. Therefore, the 

layer-based low-rank analysis model can inherently achieve 

the decoupling of noise and significant structural information. 

By performing low-rank analysis on each group of images, 𝜈 

significant structural information {𝑅1,1, 𝑅2,1, … , 𝑅𝜈,1} can be 

obtained. Since each group of images is related to a different 

scale sequence, a scale space can be constructed for the image 

by extracting 𝜈 significant structural information. 

 

 

5. SCALE RELATED DETAIL ENHANCEMENT 

 

Based on the constructed significant information multi-

scale space, the high- and low-frequency information of one 

frame of data in the coal mine monitoring video has been 

separated into {𝐷1, 𝐷2, … , 𝑅𝜈}, in which {𝐷1, 𝐷2, … , 𝐷𝜈−1} is 

high-frequency detail information, and the frequency 

decreases with the increase of the superscript value. 𝑅𝜈  is low-

frequency base layer information, including the main energy 

of a frame of data. Image detail enhancement is achieved by 

maintaining low frequency information and amplifying high 

frequency information. In order to prevent excessive value 

increase when enhancing the high details, the Sigmoid 

function is used to implement the detail enhancement. The 

Sigmoid function is defined as follows: 

 

                                                          (23) 

 

Di represents the i-th high-frequency detail information. 

Parameter controls the steepness or flatness of the Sigmoid 

function curve. The transformed i -th high frequency detail 

information is translated and scaled. The translation function 

is defined as follows: 

 

                                                              (24) 

 

The scaling function is defined as follows: 

 

                                                               (25) 

 

Formula (25) gives the basic processing method of detail 

information enhancement. In order to avoid the occurrence of 

gradient inversion at the boundary in the process of detail 

enhancement, different enhancement parameters 𝜅 need to be 

used for detail information with different frequencies. The 

proposed detail enhancement method is defined as follows: 

 

                                                                 (26) 

 

where, E is the output image after detail enhancement, the 

enhancement parameter 𝜅𝑖 is set to be a geometric progression. 

According to the result of the evaluation index, the statistical 

analysis determines that 𝜅1 is 25, and the common ratio is 0.85. 

 

 

6. EXPERIMENTAL RESULTS AND ANALYSIS 

 

This section compares and analyzes the proposed algorithm 

and two representative algorithms. The comparison algorithms 
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include L0-based method (L0) and bilateral filter-based 

method (BLF). The experimental comparison section (1) 

analyzes the choice of parameters, and (2) gives experimental 

results under Gaussian noise pollution with different decibel. 

 

6.1 Parameter selection 

 

The algorithm proposed in this paper contains six 

parameters (𝜆1, 𝜆2, 𝛽, 𝜎1, 𝜎2, 𝜎3) , for the detail-enhanced 

monitoring data, peak signal-to-noise ratio (PSNR) and mean 

structural similarity (MSSIM) are used to evaluate each test 

value of the parameter. For each test value, statistical values 

under all test images were averaged to construct an evaluation 

curve. 

Parameter 𝜆1: As can be seen from Figure 2, if the value of 

𝜆1 is too small, the instability of the algorithm will increase, 

resulting in too low PSNR statistics. As the value of 

𝜆1 increases, the PSNR will gradually improve. When 𝜆1 =
1.1ℯ−4 , better statistics of the evaluation indicators can be 

obtained. 

Parameter 𝜆2 : As can be seen from Figure 2, when 

𝜆2𝜖[1.7ℯ−3, 1.2ℯ−2], a better statistical value of the evaluation 

index can be obtained. Therefore, in the comparison 

experiment, parameter 𝜆2 is set to 4.3ℯ−3. 

 

 
 

Figure 2. Parameter statistical curve 

 

Parameter 𝛽 : parameter 𝛽  is set as 𝛽 = 𝜆1 , and the 

parameter 𝛽 is doubled each time as the number of iterations 

of the optimization function increases. 

Parameters 𝜎1 , 𝜎2 and 𝜎3 : parameters 𝜎1and 𝜎2  control the 

structural sensitivity of the bilateral filtering kernel function of 

the image block, which directly affect the candidate non-local 

image block selection. As can be seen from Figure 3-2, when 

𝜎1 = 9 and 𝜎2 = 8.4, the evaluation indicators reach a steady 

state. When 𝜎3 = 0.1 , evaluation index reaches an optimal 

value. Therefore, in the comparison test, parameter 𝜎3was set 

to 0.1. 

6.2 Noise image experimental results and analysis 

 

Figure 3 shows the comparison of the detail enhancement 

effects under 15dB and 25dB Gaussian noise disturbance 

conditions. Table 1 lists the corresponding PSNR and MSSIM 

evaluation index statistics. It can be seen from Table 1, that 

with the increase of noise intensity, the two evaluation 

indicators proposed in this paper have a slower rate of decline 

than the comparison method. At the same time, the proposed 

method has the optimal statistical value of the evaluation 

indicators, which proves that the noise and structural 

information decoupling model based on low rank analysis has 

good noise suppression effect. In addition, as can be seen from 

Figure 3, the algorithm of this paper has less noise in the detail 

enhancement of the noise image, at the same time the 

suppressed noise is being amplified, it effectively enhances the 

inherent details of the image. While the two algorithms BLF 

and L0 were enhancing the detail information, the noise data 

was also amplified, resulting the enhanced image containing a 

lot of noise, which seriously affects the visual effects and 

feature extraction. 

 

 
 

Figure 3. Comparison of detail enhancement effects of 15dB 

and 25dB gaussian noise pollution images 

 

 

Table 1. 15dB to 25dB Gaussian noise pollution detail enhanced image PSNR and MSSIM statistic 

 
algorithms Ours L0 BLF 

evaluation indicators PSNR MSSIM PSNR MSSIM PSNR MSSIM 

15dB 27.89 0.70 16.02 0.26 15.03 0.24 

25dB 27.48 0.68 14.99 0.34 14.43 0.47 

 

 

7. CONCLUSION 

 

This paper proposes a method based on L0 norm and low 

rank analysis to enhance the details of coal mine monitoring 

data, by introducing non-local similarity constraint into the L0 

norm optimization model, it makes the proposed L0 

minimization model have local and non-local features, thus 

improving the model's structure awareness ability and multi-

scale representation accuracy. Then, the scale-awareness 

structural information extraction algorithm based on low rank 
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analysis is used to achieve the decoupling of noise and 

structural information of the proposed algorithm in a self-

learning way, which greatly suppresses the noise from being 

amplified. A large number of experiments have proved that 

this algorithm has good anti-noise performance and detail 

enhancement ability. 
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