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 Rescue efforts might be significantly complicated in flooded areas. In this study, we 

examine and evaluate the state-of-the-art in object detection and image enhancement 

techniques in flooded situations for the purpose of human rescue operations using various 

image processing, object detection, and low light image enhancement approaches. Partial 

visible images are difficult due to poor light, low contrast, and scattering. Faster R-CNN, 

YOLO (You Only Look Once), and SSD (Single Shot Detector) are just a few of the 

popular object identification methods. Advanced deep learning-based low-light 

enhancement approaches increase image quality by amplifying faint features, decreasing 

noise, and correcting color imbalances. These models use auto encoders, generative 

adversarial networks, and attention processes to rebuild images better than classic 

enhancement methods, making them useful for rescue pre-processing. The findings 

emphasized the role of real-time data analysis and communication systems in improving 

response times and operational efficiency. The application of Generative Adversarial 

Networks significantly improved the clarity and color accuracy of underwater images. 

These methods address water's refractive characteristics, floating debris, and human 

occlusion. For efficient and complete disaster management throughout all phases, 

subsequent attempts should focus on blending disaster management expertise, image 

processing techniques, and machine learning tools, as outlined by our study. This research 

can improve flood monitoring systems and disaster preparedness, response, and recovery. 
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1. INTRODUCTION 

 

Applications ranging from autonomous driving to cyber 

security and human rescue all rely heavily on object detection 

and classification. However, there is a lack of data on how well 

machine learning algorithms perform in detecting. Accurate 

identification and detection of items, especially humans, is key 

to effective rescue operations, making this research gap 

especially important for human rescue systems. 

Worldwide, natural disasters pose a persistent risk to human 

life and physical structures. More frequent and more powerful 

floods, hurricanes, and earthquakes have caused many 

fatalities and substantial economic damage in recent years. In 

example, floods are one of the earth's most frequent natural 

catastrophes, affecting tens of millions of people annually 

around the world. The danger of floods isn't restricted to 

drowning, but also includes the inability to obtain food, water, 

and medical care. In this respect, rescue activities are crucial 

in reducing the loss of life and damage caused by floods. In 

the wake of recent advancements in imaging technology, new 

tools and procedures have been developed to aid with human 

rescue operations in the event of floods. Object detection and 

low-light image enhancement are only two of the many image 

processing algorithms that have showed promise in locating 

people in flooded areas, which is essential for efficient rescue 

efforts. In this research, we'll go over how image processing 

can be used for rescue missions in flooded areas, focusing on 

object identification and image enhancing methods. 

The current study presents a detailed examination of 

numerous methods that are utilized for the detection of humans 

in flooded regions, with a special focus on the integration of 

drones and unmanned aerial vehicles (UAVs) for the gathering 

and analysis of data. The research takes a critical look at the 

difficulties that arise when utilizing these methods for human 

rescue operations. These difficulties include doing an 

exhaustive analysis of the data's trustworthiness and 
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determining whether or not required resources are available. 

The study not only provides an insightful review of the 

technologies that were explored, but it also emphasizes the 

essential for future research attempts to synergistically 

integrate knowledge in crisis management, advanced image 

processing techniques, and state-of-the-art Deep Learning 

tools. This is because the study not only offers an overview of 

the technologies that were investigated, but it also offers an 

overview of the technologies that were investigated. Because 

of this integration, a comprehensive and powerful approach to 

catastrophe management will be possible throughout all 

phases of operational activity. 

To recognize and locate things of interest in an image is 

known as object detection. Humans in flooded regions can be 

located with the help of object detection during rescue 

operations. Faster R-CNN, YOLO (You Only Look Once), 

and SSD (Single Shot Detector) are just a few of the popular 

object identification methods utilized in image processing 

today. In flood-affected areas, this technique improves 

visibility of submerged or partially submerged objects. Faster 

R-CNN is a two-stage object detection system that employs a 

Region Proposal Network (RPN) to generate region proposals 

and a classifier to identify the objects. RPN, in conjunction 

with Faster R-CNN, can accurately localize objects such as 

vehicles, debris, or people within a flooded scene, which is 

critical for rescue and relief efforts. YOLO, on the other hand, 

does not require any intermediate steps and instead predicts 

the bounding boxes and class probabilities of the objects right 

away. The most recent versions of YOLO (such as YOLOv4 

and YOLOv5) have demonstrated improved accuracy in 

detecting small objects, which can be useful for identifying 

individuals or smaller debris in flooded environments. 

convolutional neural networks (CNNs), for example, have 

shown promising results in enhancing images from flooded 

scenarios by automatically adjusting various parameters for 

optimal image quality. A multi-scale feature map is used in 

SSD, another one-stage object detection approach [1, 2]. 

Clear photographs are difficult to acquire when the rescue 

efforts carried out in the night. The quality of photos taken in 

poor lighting can be enhanced using various methods. Image 

fusion, deep learning, and techniques based on the Retinex 

theory are some of the most used approaches to enhancing 

low-light images in the processing of digital photographs. 

Methods based on the Retinex theory attempt to enhance 

image quality by decomposing it into its component parts 

(illumination and reflectance). On the other hand, image 

fusion is a technique that combines multiple photos of the 

same scene taken in different lighting conditions to produce an 

image of high quality. Because of the suspended particles, 

floodwaters are often murky, making visibility difficult. This 

turbidity can make objects difficult to see and detect. A variety 

of debris, including plants, furniture, and building materials, 

are frequently carried by floods and may show up in pictures 

at random. Debris complicates the visual scene, making it 

more difficult for algorithms to discern between relevant and 

irrelevant objects (such as people or cars). In these 

circumstances, standard object detection algorithms might 

have trouble correctly identifying objects. Low-light photo 

quality can also be enhanced by using deep learning 

techniques such as generative adversarial networks (GANs). 

The research demonstrates the potential of aerial platforms 

in the collection of real-time data from flooded settings by 

utilizing the capabilities of unmanned aerial vehicles (UAVs) 

and drones. These platforms provide useful insights that can 

be used to recognize humans in an effective and precise 

manner. The authors stress how important it is to incorporate 

knowledge in disaster management in order to effectively use 

the capabilities offered by these technologies. In addition, the 

study examines the difficulties that are linked with the 

trustworthiness of data and the availability of resources, both 

of which are essential components in the effective execution 

of human rescue operations. The study motivates future 

research efforts to develop solutions that enhance the 

dependability of data and optimize the allocation of necessary 

resources because it identifies these problems. Figure 1 shows 

the general steps for object detection in flood rescue operations. 

 

 
 

Figure 1. General steps for object detection 

 

Deep learning object detection has transformed visual data 

interpretation and analysis. The method begins with the 

acquisition of a massive dataset of annotated photographs with 

tagged items of interest and bounding boxes. This dataset is 

separated into training and validation subsets. Training begins 

with convolutional neural networks (CNNs), deep learning 

architectures that handle picture data. These networks 

recognize patterns and features by convolving filters over the 

input image and passing the outputs through activation 

functions. Deepening the network helps it recognize more 

complicated features. The network can predict object class and 

location in a new image after training. Region-based CNNs 

(R-CNNs) and You Only Look Once (YOLO) improve object 

detection by proposing regions in the image where objects may 

occur and classifying them, making detection faster and more 

accurate. The model's predictions on the validation set are 

compared to annotations to measure accuracy and 

dependability in the final stage, fine-tuning and validation. 

The seminal advancement in contemporary object detection 

research occurred in 2014 with the introduction of the 

inaugural deep neural network for object detection by Girshick 

et al. [3]. Convolutional neural networks (CNNs) were initially 

discovered by LeCun et al. [4]. However, their potential was 

not widely recognized at the time because to limitations in 

processing capacity. The successful outcome of the ImageNet 

Large Scale Visual Recognition Challenge in 2012 marked a 

significant milestone when Krizhevsky et al. [5] emerged as 

winners by employing a convolutional neural network (CNN) 

named AlexNet. The utilisation of graphic processing units 

(GPUs) for training purposes enabled the harnessing of the 

learning capabilities of convolutional neural networks (CNNs), 

so marking the inception of the deep learning era. 

Performance assessment in these scenarios is conducted 

using the following key metrics: Precision, Recall, F1-Score, 

and Intersection over Union (IoU). In the context of flood 

scenarios, the detection of accurate objects (such as people or 

safe pathways) requires a high degree of precision. A high 
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recall rate is essential in a rescue scenario to ensure that the 

maximum number of pertinent objects (such as stranded 

people) are identified. Omission of a detection could result in 

the loss of a life requiring rescue. The harmonic mean of 

Precision and Recall constitutes the F1-Score. F1-Score is 

essential in flood rescue for striking a balance between recall 

and the need to identify the greatest number of victims 

(precision versus correct identification of victims). Rapidly 

changing conditions necessitate real-time data for effective 

decision-making during flood rescue operations, where the 

capability to process images at a high frame rate (FPS) can 

potentially save lives. The combination of these metrics offers 

a thorough evaluation of the effectiveness of an object 

detection model in situations involving flood rescue. 

 

 

2. MOTIVATION 
 

Following flooding disasters, the inherent difficulties 

associated with partial visible image provides a substantial 

obstacle to expeditious and efficient rescue operations. 

Various factors such as insufficient lighting, diminished 

contrast, and light scattering sometimes result in the 

inadequacy of standard imaging techniques. Conventional 

methods for enhancing images, while effective in less 

challenging situations, encounter difficulties when confronted 

with the subtle complexity inherent in submerged scenes. 

Given the identified deficiency, there exists a pressing 

necessity to utilize sophisticated deep learning methodologies, 

specifically auto encoders, generative adversarial networks 

(GANs), and attention mechanisms. The aforementioned 

advanced techniques demonstrate the ability to enhance subtle 

details, significantly diminish background noise, and 

effectively rectify color discrepancies, resulting in improved 

visibility of previously obscured elements. 

Autoencoders can help identify stranded people, assess 

structural damage, and navigate through debris-filled waters in 

flood scenarios. Convolutional autoencoders are promising at 

extracting relevant image features and reducing noise. They 

improve image quality under difficult conditions like 

floodwaters by learning to compress input data and reconstruct 

the output. GANs transformed image synthesis and 

enhancement. GANs can improve images by training a 

generator and a discriminator neural network simultaneously. 

For flood disaster management, GANs can create clearer, 

more detailed images from low-quality, distorted inputs. 

Clearer and more detailed imagery can help disaster 

management teams make better decisions and avoid missing 

critical areas in need. 

Nevertheless, image improvement constitutes only a single 

component of the overall framework. After obtaining more 

distinct visual representations, the formidable undertaking of 

discerning and pinpointing probable individuals who may 

have been affected within the extensive flooded landscapes 

persists. The significance of object detection approaches, 

particularly those utilizing convolutional neural networks 

(CNNs) and region-based algorithms, becomes evident in this 

context. These algorithms, which have been trained using 

large datasets, have exhibited their capability to accurately 

identify human subjects even in challenging scenarios, such as 

situations involving the refractive nature of water and 

obstacles caused by floating debris. 

Finally, it is important to note that this issue extends beyond 

the realm of technology in isolation. The implementation of a 

comprehensive disaster management strategy requires the 

integration of knowledge and skills from experienced 

specialists in the field of on-site rescue operations, together 

with the utilization of technical advancements. The objective 

of this study is to establish a connection between practical 

knowledge and technology improvements in order to facilitate 

a fundamental change in our approach to addressing and 

handling flood-related catastrophes. This will result in a 

complete, efficient, and more human-centered response. 

 

2.1 Research questions 

 

1) How can advanced deep learning-based low-light 

enhancement techniques, including the use of 

autoencoders, generative adversarial networks, and 

attention processes, improve image quality in underwater 

environments characterized by low illumination, low 

contrast, and scattering? 

2) How effective in terms of computation and practicality 

are these modern enhancing techniques compared to 

older ones? 

3) In what manner do region-based methodologies 

accommodate the distinctive obstacles presented by 

submerged environments, and how do they fare in terms 

of precision and speed when compared to alternative 

techniques for item detection? 

4) How much does floating garbage make it harder to find 

people, and can machine learning models be taught to tell 

the difference between debris and real people? 

5) How can the utilization of real-time feedback from on-

ground rescue teams be employed to consistently 

enhance and update the performance of these models 

during the duration of an ongoing crisis? 

 

 

3. LITERATURE REVIEW 
 

Thermal and Color imaging, Rudol and Doherty [6] devised 

a method for recognizing human bodies on the ground in 

natural outdoor settings. Using two video inputs (thermal and 

color), the presented system can recognize humans at greater 

distances while maintaining a classification rate of up to 25 Hz. 

As part of a larger, fully autonomous mission, the method was 

tried out on the UAVTech 1 unmanned helicopter platform. 

Human bodies are pinpointed on a map so aid can be 

strategically distributed.  

The report stresses the need for rapid processing speeds for 

UAV-captured footage in order to prevent crucial details from 

being overlooked. Target coordinate computation (a) and 

flight route and geolocated body positions (b) are depicted in 

Figure 2. 

 

3.1 Object detection techniques 

 

In image processing, person detection is a common 

application of object detection techniques. Object detection is 

the action of seeking for and defining the boundaries of things 

of interest in an image. Traditional approaches like Haar 

cascade and HOG+SVM, as well as more modern methods 

like YOLO and Faster R-CNN, are just two examples of the 

many variations on object detection that have been created and 

refined over the years. These techniques have found use in 

many different fields, including self-driving cars, surveillance 

systems, and medical imaging. Object detection methods can 
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be used to locate people who are lost or in need of assistance 

during rescue operations in flooded areas. Here, we'll examine 

the literature on the topic of human rescue operations in 

flooded areas, with a special emphasis on the various object 

identification techniques employed in image processing. 

 

 
(a) Calculation of a target coordinates [6] 

 

 
(b) Positioning of geolocated body and tracing of flight 

[6] 

 

Figure 2. Target coordinate computation and flight route and 

geolocated body positions 

 

An improved version of the Tiny YOLOv3 (you look only 

once) is capable of locating things efficiently [7]. The 

upgraded Tiny YOLOv3 makes use of the K-means clustering 

technique in order to provide an estimate of the size of the 

anchor boxes for the dataset. Pooling and convolution layers 

were added to the network in order to increase feature fusion 

and cut down on the total amount of parameters.  

This enabled the network to function more effectively. 

Because of the topology of the network, there is an increase in 

both the upsampling and the downsampling of the data, which 

contributes to an improvement in the multi-scale fusion. The 

detection results have been greatly improved as a result of an 

update to the loss function that include the entire intersection 

over union. Hyperspectral Imaging Systems (HIS) is used in 

search-and-rescue operations by locating small items on the 

ocean's surface, including people [8]. HIS provides a method 

for analyzing images that uses object segmentation, spectral 

definition via a linear unmixing approach, and object 

classification to identify tiny objects. HIS method improves 

hyperspectral photographs, is more sensitive to minute items 

on the sea surface than humans are, and is less affected by sun 

glint. Unmanned Aerial Vehicles (UAVs) or drones are used 

to discover and locate injured, lost, and trapped humans during 

and after a crisis, employing cutting-edge technical equipment 

and artificial intelligence (AI) methodologies, shown in Figure 

3 [9]. UAV system processes video sequences acquired by the 

drones and transmits detection results in real time to the 

ground station using AI-based object detection methods. 

Refined method for detecting tiny objects with the Faster R-

CNN uses two-stage detection strategy, the research proposed 

an enhanced loss function for bounding box regression based 

on Intersection over Union (IoU) [10]. As a result of the 

enhanced loss function and RoI pooling operation, bounding 

box regression and positioning deviation were enhanced, and 

overlapping object loss was prevented by the NMS algorithm. 

An accurate NMS strategy combined with substantially 

overlapping detections in an iterative fashion obtains the 

highest score [11]. Overlapping detections are clustered 

together throughout each iteration with a stricter threshold to 

regress for a new proposal based on the detection. After that is 

done, there is a slight dampening of the group's scores. The 

experimental results suggest that, compared to the state-of-the-

art NMS methodologies, this strategy, which is simple to 

implement and doesn't need human supervision, may yield 

considerable gains in performance on the vast majority of 

classes. 

 

 
(a) Samples of the obtained detection results in test 

videos [9] 

 

 
(b) Samples of the obtained detection results in live 

video sequences [9] 

 

Figure 3. Video sequences acquired by the drones [9] 

 

Search and rescue (SAR) missions becomes stronger with 

the deployment of unmanned aerial vehicles (UAVs) equipped 

with real-time computer vision and deep learning algorithms 

for detecting and saving humans [12]. The system was 

evaluated using data from open-water swimmers, and its 67% 

mAP proves the efficacy of deep learning in the assessment of 

actual performance. The Nvidia Jetson TX1's real-time 

processing capacity is discussed, as is the system's hardware 

and software setup, and delays in processing are avoided. 

Since the suggested method is so effective in detection and 

classification, the research concludes that it can be used in any 

number of SAR missions. Automatic object detection with 

SAR efforts were used to aid the United States Coast Guard 

(USCG) in locating targets like people who had gone 

overboard, they developed an automatic target detection 

system using unmanned aerial vehicles (UAVs) and fixed 

surveillance cameras [13]. The detection time for small targets 
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was drastically cut with the use of image segmentation, 

enhancement, and convolution neural networks. The findings 

suggest that the technique could aid emergency personnel in 

swiftly carrying out search and rescue missions. However, 

there are caveats to the study, such as the use of a single dataset; 

more work is needed to verify the system's efficacy across a 

variety of settings. 

Additional research publications were reviewed in order to 

provide a detailed overview of the object detection algorithms 

utilized in image processing for human rescue operations in 

flooded situations. Researchers from all over the world have 

also come up with hybrid models, which combine the best 

features of different models into one superior system capable 

of yielding the most reliable results. Real-time human 

detection has been the subject of extensive study, with data 

including pictures and geolocation information being used in 

a variety of settings. The results demonstrate that these 

methods can be used in human rescue operations and are 

successful at recognizing items and people in flooded 

environments. Figure 4 mentions the various deep Learning 

based object detection techniques. Researchers can use the 

table as a reference to determine which of the several object 

identification approaches employed in image processing for 

human rescue operations in flooded situations is most suited 

their needs. 

 

 
 

Figure 4. Deep learning based object detection techniques 

 

3.1.1 YOLO 

Diwan et al. [14] developed an object detection system 

suitable for implementation in production systems. You Only 

Look Once (YOLO) models have been widely embraced 

across many applications primarily due to their expedited 

inference times, prioritising speed over detection accuracy. 

The study demonstrates enhanced speed and accuracy in 

comparison to its predecessors. Liu et al. [15] suggested a 

brand-new Image-Adaptive YOLO (IA-YOLO) framework 

that allows for the adaptive enhancement of each image for 

improved detection performance. For the YOLO detector, 

whose parameters are predicted by a tiny convolutional neural 

network (CNN-PP), a differentiable image processing (DIP) 

module is specifically introduced to account for the 

unfavourable weather conditions. Our end-to-end learning of 

CNN-PP with YOLOv3 assures that CNN-PP can learn a 

suitable DIP to improve the image for detection in a weakly 

supervised way. In both good and bad weather, our suggested 

IA-YOLO technique can analyse photos adaptively. 

 

3.1.2 Faster R-CNN 

Girshick [16] used an enhanced network from the R-CNN 

termed as Fast R-CNN. In lieu of executing the Convolutional 

Neural Network (CNN) on each of the 2,000 area proposals, 

the input image has been modified. As shown in Figure 5, the 

process involves passing the input data through a 

convolutional neural network (CNN) in order to build a feature 

map. The calculation of the Region of Interest (RoI) remains 

reliant on the input image through the utilisation of selective 

search. Despite the notable advancements made by Fast R-

CNN in terms of enhancing the efficiency of training and 

testing durations in region proposal techniques, the generation 

of proposals continued to pose a substantial obstacle to the 

network's overall performance. Ren et al. [17] introduced a 

further adaptation of the R-CNN network. Instead of 

employing selective search for proposal calculation, Faster R-

CNN incorporates an auxiliary tiny convolutional neural 

network to perform region proposal computation. 

 

 
 

Figure 5. Faster R-CNN architecture and Region Proposal 

Network (RPN) 

 

3.1.3 Single Shot Detector (SSD) 

Liu et al. [18] introduced a more efficient Single Shot 

MultiBox Detector (SSD) network that accomplishes both 

classification and localization tasks in a single forward pass. 

Simonyan and Zisserman [19] constructed the network in 

question using the VGG-16 object categorization network as 

its foundation. The object detection process in the SSD 

framework involves the utilisation of convolutional maps that 

are extracted by the VGG-16 model. The network comprises 

six layers, with five of these layers dedicated to making 

predictions. Notably, three of these prediction layers deviate 

from the standard practise of generating four forecasts, instead 

producing six predictions. SSD, like to the Faster R-CNN 

anchor box methodology, use default boxes as a means to 

generate predictions. 

Quantitative results from different test sets can be used to 

compare underwater image enhancement methods, including 

the Fusion Water-GAN (FW-GAN). FW-GAN had the highest 

SSIM (Structural Similarity Index) and PSNR (Peak Signal-

to-Noise Ratio) scores, 0.86 and 27.18 dB, respectively. 

UGAN, Water-Net, and Ucolor performed well but were less 

effective than FW-GAN. UGAN had 0.81 SSIM and 23.70 dB 

PSNR. Ucolor had the second-best SSIM and PSNR at 0.88 

and 20.93 dB, respectively. FW-GAN performed better overall. 

The highest scores were for FW-GAN in Perception Score 

(PS), UCIQE, UIQM, and Twice Mixing. FW-GAN scored 

2.93 in PS, 0.598 in UCIQE, 2.84 in UIQM, and 1.49 in Twice 

Mixing for Test-C60. Test-S16 scored 3.28 in PS, 0.593 in 

UCIQE, 2.47 in UIQM, and 7.68 in entropy, the highest. FW-
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GAN performs better at improving underwater images across 

metrics and test sets. In SSIM, PSNR, and other underwater 

image quality metrics like UCIQE and UIQM, it excels. 

 

3.2 Low light image enhancement techniques 

 

Low light is a major obstacle in the realm of image 

processing for human rescue missions. Disaster-stricken 

locations often have poor lighting, making it difficult for 

rescue workers to find survivors. Researchers have worked 

hard to develop a variety of low light image enhancement 

approaches to help overcome this difficulty. These methods 

are an attempt to remedy the difficulty of human identification 

in photos taken in dim light. We will examine the various 

studies conducted in this field that have led to the creation of 

several low light picture enhancement methods in the 

upcoming literature review section. 

Low light images can be improved by estimating the 

lighting at each pixel [20]. The original illumination map is 

refined to produce the final illumination map, which is then 

effectively enhanced by imposing a preceding structure on it. 

The studies the authors ran on difficult low-light photos 

proved the efficacy of their proposed method and showed that 

it was more effective and efficient than numerous state-of-the-

art solutions. Refined Retinax theory is also another method 

for enhancing images with low light, based and to solve the 

challenge of identifying lane markings [21]. Experiments 

show that the proposed method effectively extracts lane-line 

edges and reduces noise in low-light regions where lane-line 

illumination is weak. In addition, it may increase the detection 

accuracy of a system designed to help motorists. 

The publication titled ‘Visual Information Processing 

Group’ at NASA's Langley Research Center details their work 

on a visual servo-based technique for improving images [22, 

23]. It shows how limited current imaging technologies are in 

low-visibility environments including precipitation, fog, 

smoke, and smog. An example of enhanced image has been 

given in Figure 6. In this publication, the applications 

including perimeter surveillance, military/security/law 

enforcement operations, port security, and air/sea rescue 

services, this technology has been shown to significantly 

increase the range and effectiveness of imaging systems, hence 

enhancing public safety. 

 

 
 

Figure 6. Original image (left) compared with the enhanced 

image (right) [23] 

 

DPIENet is a revolutionary deep learning network that can 

fix photographs that have poor lighting, plenty of noise, and 

inaccurate colors [24]. The network exploits exposure 

variation to reconstruct pictures by synthesizing numerous 

exposures from a single image. As the results of the study 

showed, DPIENet beat state-of-the-art approaches on 

benchmark datasets and user studies, suggesting its potential 

in consumer photography and intelligent systems like 

automated driving and video surveillance. RNet framework, 

which has multiresolution branches that can gather local and 

global context through several streams, leading to a deeper 

comprehension of specifics at varying levels [25]. The 

proposed technique may find use in a number of contexts, such 

as environmental monitoring, agriculture, and emergency 

management. The study gives a viable method for improving 

low-light aerial photographs and emphasizes the significance 

of applying deep learning techniques for this purpose. 

Researchers have used deep learning models to improve 

image quality, as seen by studies showing reduced noise, 

enhanced contrast, and generally improved image quality. 

Researchers have developed hybrid/fusion models, which 

combine different models to create a more effective hybrid 

system, to boost the reliability of the results. Underwater 

picture enhancement with multi-scale fusion is the focus of 

models like the Generative Adversarial Network (FW-GAN), 

the Parametric Fuzzy Transform for image contrast 

enhancement with Homomorphic Filtering, and the Low-light 

picture Enhancement with Deep Blind Denoising. In order to 

increase the quality of low light photographs and the accuracy 

of object detection, the models have been trained and 

evaluated using images taken from a variety of various sources 

and lighting circumstances.  

Low-light picture enhancement improves image contrast 

globally and locally in a given gray area based on the original 

image pixels' gray values. The augmented image should have 

good image quality for human visual perception, noise 

suppression, image entropy maximization, brightness 

maintenance, etc [26]. Low-light image enhancement (LIME) 

technology is simple but effective [27]. Each pixel's 

illumination is evaluated by determining the greatest value in 

R, G, and B channels. The final illumination map is the 

original illumination map with a structure preceding. A well-

constructed lighting map allows for enhancement.  Using 

multi-peak histogram equalization along with local data, this 

method enhances the global histogram equalization [28]. This 

approach borrows characteristics from other approaches. 

Additionally, it entirely controls the degree of the 

improvement. Regardless of their brightness, experimental 

data demonstrate that it is highly successful in boosting low-

contrast images. When the correct features (local information) 

can be recovered, the multi-peak GHE approach is particularly 

effective at enhancing a variety of photos. Hu et al. [29] 

studied new technologies used and evaluates the imaging 

principle of underwater photos as well as the causes of their 

deterioration in quality. Second, it emphasizes the widely used 

deep learning technology for improving underwater images. 

Underwater video enhancement methods are also discussed. 

Additionally, it introduces several common video image 

assessment indexes, underwater picture-specific indexes, and 

standard underwater data sets.  A quick method of 

improvement for underwater image color correcting can 

handle scenes with uneven lighting since it is based on the 

gray-world assumption and used in the Ruderman-opponent 

color space [30]. The suggested solution uses integral pictures 

to quickly fix colors while accounting for locally changing 

brightness and chrominance. For the purpose of obtaining the 

desired corrected image (right), our approach can be thought 

of as an adaptive image-dependent filter (center). Reduced 

noise levels, greater dark-area exposure, and higher overall 

contrast are the hallmarks of enhanced photos and films, while 

the smallest details and edges are noticeably improved [31]. 

When dealing with photos of extremely dark settings taken 

with a subpar strobe and artificial light, the technique has 
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limits. An automatic algorithm for pre-processing underwater 

photographs enhances the quality of the images and lessens 

underwater disturbances [32]. It is made up of multiple 

independent processing steps that are done in succession to 

rectify uneven lighting, reduce noise, boost contrast, and 

modify colors. An edge detection robustness criterion will be 

used to evaluate the filtering's effectiveness. In addition to not 

requiring parameter adjustments or prior knowledge of the 

acquisition conditions, this algorithm is automatic. A self-

calibrated module that realizes the convergence between 

results at each level, delivering gains that only employ the 

computationally lightest stages of the cascaded pattern the one 

fundamental building block for inference, which significantly 

reduces the need for further research cost of calculation [33]. 

Then, in order to improve the model's ability to adapt generic 

scenes. An improved Lagrange multiplier based alternating 

direction minimization approach without logarithmic 

transformation to successfully address the optimization 

problem [34]. The usefulness of the suggested strategy for 

improving low-light images is shown by experimental 

findings. The suggested approach can also be expanded to 

address a variety of related issues, including image 

improvement for remote sensing or underwater applications as 

well as in foggy or dusty environments. A reinforcement-net 

also improves the output image's color and contrast [35]. 

Extensive tests on numerous datasets show that our method 

can deliver high fidelity enhancement results for lowlight 

photographs and performs significantly better than the state-

of-the-art techniques both numerically and aesthetically.   

A feedforward convolutional neural network with various 

Gaussian convolution kernels is equal to a multi-scale Retinex 

which considers a convolutional neural network (MSR-net) 

that immediately learns an end-to-end mapping between dark 

and bright images as a result of this feature [36]. Low-light 

picture enhancement is viewed as a machine learning problem, 

which is fundamentally different from prior methods. The 

majority of the parameters in this model are optimized using 

back-propagation, whereas the values in conventional models 

depend on an artificial environment. A cutting-edge 

enhancement technique that makes use of camera reaction 

characteristics to reduce distortion [37]. To create a precise 

camera response model, first looked into the correlation 

between two photos taken at various exposures. The exposure 

ratio map is then estimated using the lighting estimation 

methods. Finally, based on the estimated exposure ratio map, 

we utilize our camera response model to set each pixel to the 

appropriate exposure. A new self-attention module has been 

added to the SNRaware transformer [38]. Numerous tests, 

including user studies, show that our framework regularly 

outperforms other solutions using the same network structure 

on meaningful benchmarks. A unique Deep Lighting Network 

(DLN) that takes advantage of convolutional neural networks' 

(CNNs') is a most recent technological advancements [39]. 

Several Lightening BackProjection (LBP) blocks make up the 

planned DLN. To learn the residual for normal-light 

estimations, the LBPs iteratively carry out the brightening and 

darkening procedures. The Feature Aggregation (FA) block, 

an extension of the squeeze-and-extension structure that looks 

at both the spatial and channel-wise dependencies among 

different feature maps, is used to fuse the feature maps with 

various receptive fields in order to increase the 

representational power of the input of the lightening process. 

A very straightforward and efficient technique called LIME to 

improve low-light photos [40]. In more detail, the greatest 

value in the R, G, and B channels is used to determine the 

illumination of each individual pixel. By applying a structure 

beforehand as the final illumination map, we further improve 

the initial illumination map. With a carefully created 

illumination map, the augmentation can be carried out as 

intended.  

For improving low-light images, a unique Retinex-based 

Real-low to Real-normal Network (R2RNet) is used [41]. This 

network has three subnets: a Decom-Net, a Denoise-Net, and 

a Relight-Net. These three subnets are utilized for 

decomposing, denoising, enhancing contrast, and preserving 

detail, in that order. R2RNet uses frequency information in 

addition to spatial information from the image to maintain fine 

details while improving contrast. Extensive tests using 

publicly accessible datasets showed that the suggested 

network, which consists of three subnetworks called the 

Decom-Net, Denoise-Net, and Relight-Net, performs better 

than the current state-of-the-art methods both numerically and 

visually. The architecture has the strength and adaptability to 

train on both paired and unpaired data [42]. On the one hand, 

the suggested network is well suited to extract a number of 

coarse-to-fine band representations, whose estimations are 

advantageous to one another in a recursive process. However, 

the extracted band representation of the enhanced image in the 

first step of DRBN (recursive band learning) fills the gap 

between the perceptual preference for real high-quality images 

and the restoration knowledge of matched data. Through 

adversarial learning, its second stage (band recomposition) 

learns to recompose the band representation in order to meet 

the perceptual characteristics of high-quality images. With 

paired low/normal-light images, the DRBN reconstructs a 

linear band representation of an enhanced normal-light image. 

To maintain the color consistency for LLIE, a new DCC-Net 

deep color consistent network can be used [43]. A novel 

"divide and conquer" cooperative technique is put forth that 

can retain color information and improve lighting 

simultaneously. The color histogram is useful for maintaining 

color constancy and is used to construct appropriate structures 

and textures from grayscale images. In other words, they are 

both used to work together to fulfill the LLIE task. A gradient-

based approach for improving low-light images can be used 

[44]. Enhancing dark region gradients is crucial since they are 

more perceptible to the human visual system than absolute 

values. The intensity-range restrictions are also taken into 

account for the image integration. The intensity-range 

limitation for the picture integration with the improved 

gradients has also been added. The experiments show that the 

low-light photos can be effectively improved by using our 

straightforward approach. The design a two-stream estimation 

system with reflectance and illumination estimation networks 

[45]. This uses the physical concept to create a context-

sensitive decomposition connection to bridge the two-stream 

mechanism. For edge-aware smoothness, spatially-varying 

lighting guidance is included. To evaluate the architecture, 

CSDNet (paired supervision) and CSDGAN (unpaired 

supervision) were built using different training patterns. Color 

and structural information can be recovered best by using 

contextual spatial scale dependencies. 

 

3.2.1 Autoencoders 

Kumar and Goel [46] proposed approach involves the use 

of an autoencoder that possesses the ability to encode and 

decode the structural characteristics of images, with the aim of 

improving their resolution. The model exhibits a tendency to 
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acquire knowledge about the lower-dimensional 

characteristics of ambiguous images and subsequently 

generate a higher resolution representation by making 

predictions and improving their dimensions. The schematic of 

an autoencoder is shown in Figure 7. The proposed model 

effectively addresses the constraints inherent in current 

denoising filter approaches and offers a superior level of 

augmentation in image quality. The application of 

autoencoders in the study of low light resolution enhancement 

has been explored, specifically in the context of improving the 

illumination of images with poor lighting conditions. 

 

 
 

Figure 7. Schematic of an autoencoder 

 

3.2.2 Generative Adversarial Networks (GANs) 

Yan et al. [47] developed an approach for enhancing low-

light images by utilising a Generative Adversarial Network 

(GAN) that incorporates an optimised enhanced network 

module. The objective was to develop an improved network 

module that can effectively optimise Generative Adversarial 

Networks (GANs) for the purpose of enhancing low 

illumination images. This enhancement in depth enhances the 

network's capacity to effectively model image enhancement 

tasks, particularly those involving low illumination conditions. 

Figure 8 shows the enhanced network optimized generative 

adversarial network for image enhancement. 

 

 
 

Figure 8. Enhanced network optimized generative 

adversarial network for image enhancement 

4. DISCUSSION 

 

The numerous image processing approaches that can be 

used for human rescue operations in flooded situations are 

highlighted in this study's literature evaluation. The evaluated 

works demonstrate the utility of machine learning and deep 

learning models for human detection in flood-affected areas 

through the use of different types of enhancing techniques and 

object detection. The accuracy of human recognition in 

flooded areas has also been improved by the use of object 

detection methods as Faster R-CNN, You Only Look Once 

(YOLO), and Single Shot Detector (SSD). Improving the 

visibility of photographs acquired in low light circumstances 

was another topic covered in the literature study. Several 

hybrid and fusion models based on deep learning for image 

enhancement, image contrast, and denoising have been 

reported in the reviewed research. These models have been 

shown to be useful for enhancing the object detection accuracy 

of photos obtained from a wide range of sources, in a variety 

of locations and lighting situations. 

Large volumes of labeled training data, which can be 

challenging to obtain, particularly in a variety of dynamic 

flood scenarios, are needed for CNNs. R-CNN and its early 

variants can be slow even though they are accurate, which 

makes them less suitable for real-time applications in flood 

scenarios. When speed is crucial, use more modern and 

effective versions like SSD or YOLO. Substantial 

computational resources are needed for advanced image 

processing techniques like FW-GAN, and these resources may 

not always be available, particularly in rural or resource-

constrained areas impacted by flooding. Real-time or nearly 

real-time data processing is frequently required for flood 

disaster management, but this can be difficult for complicated 

models like FW-GAN. The deployment of CNNs, R-CNNs, 

and GANs in flood disaster management can be made more 

practical and effective by addressing these limitations with 

targeted strategies, which will ultimately improve 

preparedness and response in flood scenarios. 

The need of deploying drones and UAVs to collect data in 

the disaster zone and analyze it for human detection has been 

emphasized in the evaluated studies as well. These UAVs have 

been crucial in gaining access to previously inaccessible areas 

and gathering data that would have been impossible to obtain 

in any other way. Drones and other unmanned aerial vehicles 

(UAVs) may help humans discover flooded areas more 

precisely and quickly. 

Integration of drones or UAVs with machine learning 

models for real-time flood image processing and analysis is a 

rapidly evolving field. Drones with high-resolution cameras 

and other sensors like infrared or thermal cameras are sent 

over flood-ravaged areas. This step may involve image 

correction for lighting, camera angle distortion, or movement 

blur. Segmenting images into machine learning model-

friendly sizes or formats may also be necessary. The models 

could use CNNs, R-CNNs, GANs, or other architectures. 

These models detect people, animals, and critical objects, 

segment flooded areas, and classify images. 

The difficulties of employing such methods in the context 

of human rescue operations were, however, addressed in the 

reviewed literature. The biggest problems are still the 

accessibility of resources and the trustworthiness of data. 

Another issue is that setting up and maintaining these systems 

requires specialized knowledge and skills. Solving these 

problems and enhancing the performance of these systems is 
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crucial for human detection in flooded areas. 

The research analyzed here show that image processing 

techniques have the potential to aid in human rescue efforts 

during floods. The literature evaluation highlighted the 

importance of further study to enhance the reliability and 

performance of human detection. Human rescue efforts can 

benefit greatly from the use of drones and UAVs in 

conjunction with machine learning and deep learning models. 

In order for these methods to be useful in the context of human 

rescue operations, we must work to overcome the obstacles in 

their way and enhance their dependability and efficiency. The 

article centered on the implementation of deep learning 

models for image processing tasks. According to the research, 

these models cannot guarantee top-notch results on their own. 

To ensure optimal performance, hyperparameters like learning 

rates, regularization, number of hidden layers, etc. must be 

fine-tuned in addition to the model's development.  

Low light improvement techniques help overcome 

illumination issues in photography, surveillance, astronomy, 

and other fields. In low-light conditions, these methods 

improve image quality and visibility. To improve image 

quality, low light imaging requires specialized techniques to 

reduce noise, contrast, detail loss, and color distortion. With 

deep learning, low light enhancement has changed. U-Net and 

Pix2Pix use convolutional neural networks to map low-light 

photos to their better versions. GANs train on paired data to 

create realistic low-light images. Balance between 

augmentation and naturalness is still a challenge. Over-

enhancement and illumination adaptation are continuing areas 

of research. Multi-frame fusion techniques combine photos to 

improve low light. Exposure bracketing, picture stacking, and 

super-resolution fusion increase resolution, dynamic range, 

and noise reduction, respectively. These methods use 

redundancy between frames to create a single high-quality 

image. 

After reviewing various algorithms for Object detection 

(human recognition) in flooded areas for improved human 

detection we have developed fine-tuned model of YOLOv8. 

By training the YOLOv8 on a dataset containing images of 

flood scenarios annotated with human presence, the model can 

effectively learn to identify and localize individuals amidst the 

scene. We have used dataset total of 500 images which are 

distributed, with 350 images allocated for training, 50 for 

testing, and 100 for validation. Training, the model's 

performance is assessed using the test set, measuring its ability 

to generalize to unseen data. Additionally, the validation set 

aids in fine-tuning the model's parameters and assessing its 

performance during training iterations, ensuring robustness 

and reliability in real-world applications. Following Figure 9 

shows the results of our fine-tuned YOLOv8 model. 

In Figure 9 "train/box_loss" metric tracks the loss in 

bounding box regression during object detection model 

training. Lower values indicate better performance, showing 

closer alignment with ground truth bounding boxes.  The 

"train/cls_loss" metric tracks classification loss in object 

detection model training, indicating its accuracy in identifying 

object classes. Lower values reflect better alignment with 

actual classes, improving as the model learns. The 

"train/dfl_loss" metric measures regression loss in object 

detection training, focusing on bounding box prediction 

accuracy. Lower values indicate better alignment with actual 

bounding box coordinates, improving as the model learns. The 

"metrics/precision(B)" metric measures the accuracy of 

positive predictions for class B in object detection. The 

"metrics/recall(B)" metric measures an object detection 

model's ability to correctly identify instances of class B. Below 

Figure 10 shows the how fine-tuned YOLOv8 model detects 

the human objects. 

In future we are also trying to implement various improved 

object detection algorithms for human dection in flood-prone 

areas, encompassing various lighting conditions encountered 

in such environments. 

 

 
 

Figure 9. Fined-Tuned YOLOv8 model results 
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(a) Trained image for human detection           

 

 
(b) Predicted image for human detection 

 

Figure 10. Human prediction fined-tuned YOLOv8 model 

results 

 

 

5. IMPLICATIONS AND LIMITATIONS OF THE 

STUDY 

 

Cutting-edge deep learning methodologies, including 

autoencoders, generative adversarial networks (GANs), and 

attention mechanisms, hold significant promise for 

augmenting image quality in underwater settings typified by 

diminished illumination, reduced contrast, and scattering 

phenomena. This innovation has the potential to significantly 

enhance visibility and object detection skills, particularly in 

the context of identifying individuals during rescue operations. 

The implications of this technological innovation encompass 

a range of potential consequences and effects.  

 

5.1 Implications 

 

1) Enhanced image quality has the potential to significantly 

enhance the effectiveness and efficiency of rescue 

operations conducted in flooded areas. Rescuers has an 

enhanced ability to discover and ascertain the 

whereabouts of those experiencing distress, hence 

diminishing the duration of their reaction and perhaps 

resulting in life preservation. 

2) Improved safety can be achieved through enhanced 

visibility, hence benefiting rescue teams who operate in 

demanding underwater environments. Enhanced visual 

representations facilitate more accurate spatial orientation 

and mitigate the likelihood of potential mishaps. 

3) The utilization of contemporary deep learning 

algorithms has demonstrated superior performance in 

image enhancement and object detection when compared 

to traditional methods. This suggests a decreased 

dependence on conventional, less efficient 

methodologies, potentially augmenting the efficacy of 

rescue missions. 

Using strong data security measures to keep private data 

safe from people who shouldn't have access to it or from being 

stolen. When using AI in rescue operations, it's important to 

think about ethical issues, especially when it comes to privacy 

and possible algorithmic biases. Following privacy laws and 

rules set by local privacy laws, which tell us how to handle 

data and protect people's rights.  By addressing these problems 

ahead of time, AI can be used safely and effectively in rescue 

operations, getting the most out of it while minimizing the 

harm it could cause. 

 

5.2 Limitations 

 

1) Deep learning algorithms possess notable advantages; yet 

it is imperative to acknowledge their inherent limits when 

applied to flooded situations and rescue operations. 

2) The computing requirements of deep learning models, 

particularly Generative Adversarial Networks (GANs) 

and attention-based networks, can be significant and 

necessitate enormous computer resources. This may 

provide difficulties in settings with limited resources, 

particularly in terms of power availability. 

3) The practical implementation of complex deep learning 

models can encounter obstacles due to the limited 

accessibility of specialised hardware and the requisite 

proficiency in their configuration and upkeep. The issue 

of practicality may impose limitations on its utilisation in 

real-time, on-site rescue scenarios. 

4) The efficacy of region-based object detection approaches 

can be influenced by the quick and dynamic changes that 

occur in submerged environments, leading to 

environmental variability. The ability to adjust to 

dynamic circumstances and unanticipated occurrences 

can pose difficulties for these models. 

5) Debris Differentiation: The efficacy of machine learning 

models in discerning between debris and human subjects 

is contingent upon the quality and diversity of the training 

data, hence resulting in varied accuracy. The efficacy of 

this approach may not always be guaranteed. 

6) Challenges in Obtaining Real-Time Feedback: The 

process of gathering real-time feedback from rescue 

teams operating on the ground can present complexities, 

particularly in the context of tumultuous and hazardous 

flood scenarios. The variability in the dependability and 

comprehensiveness of such feedback may impact the 

efficacy of model adaptation. 
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The collaboration of hardware engineers, emergency 

responders, and AI researchers is essential to the development 

of practical, dependable, and efficient AI-driven rescue 

systems. By working together, we can make sure that 

technology development is in line with the practical 

requirements of disaster relief, which can result in innovations 

that greatly improve the efficacy of rescue operations. 

 

 

6. CONCLUSION 

 

The study's findings offer an overview of the various image 

processing techniques that can be applied to flood-related 

search and rescue operations. This paper discusses and 

analyzes the various enhancing and object detection 

approaches that have been used by researchers to search for 

people in flooded areas. Additionally, low-light picture 

enhancement techniques have been studied to improve the 

clarity of images captured in low light. Researchers have 

created a number of models, including the fully-connected 

generative adversarial network (FW-GAN) and the 

homomorphic filtering-based parametric fuzzy transform, to 

increase the accuracy of object detection in low-light photos.  

Unmanned aerial vehicles (UAVs) can assist in gathering 

data in disaster areas and analyzing it to look for indications of 

human life, according to the research. Concerns about data 

integrity and resource availability that come up when using 

these techniques for human rescue operations were also 

covered in the study. Ongoing research and development in the 

field of image processing for rescue operations is necessary to 

ensure the efficacy and accuracy of human detection in 

flooded areas. Future research should concentrate on hybrid 

and fusion models, which incorporate components from 

different models that already exist, in order to develop the 

most effective and efficient systems. This will improve the 

effectiveness of rescue operations for residents in areas 

affected by flooding. 

Low light enhancement techniques for flood object 

detection could be advantageous for flood monitoring systems. 

Due to inadequate lighting, traditional image capture methods 

may mask crucial information during floods. Event photos can 

be enhanced by multi-frame fusion, exposure enhancement, 

and noise reduction. The system's adaptability to various 

lighting conditions and object characteristics is enhanced by 

deep learning-based flood object identification. In flooded 

environments, neural networks are able to learn complex 

patterns that enhance object detection and decrease false 

positives. As floods become more common and severe, low 

light enhancement techniques for flood object detection will 

become more crucial. Systems for monitoring floods as well 

as preparedness, response, and recovery for disasters can be 

enhanced by this research. By improving these techniques, we 

can increase our resistance to floods. 
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