
Superior Use of YOLOv8 to Enhance Car License Plates Detection Speed and Accuracy 

Tahreer Abdulridha Shyaa1* , Ahmed A. Hashim2

1 Computer Science Department, The Iraqi Commission for Computers and Informatics, The Informatics Institute for 

Postgraduate Studies, Baghdad 10053, Iraq 
2 Media Technology and Communications Engineering, University of Information Technology and Communications, College 

of Engineering, Baghdad 10011, Iraq 

Corresponding Author Email: phd202120683@iips.edu.iq

Copyright: ©2024 The authors. This article is published by IIETA and is licensed under the CC BY 4.0 license 

(http://creativecommons.org/licenses/by/4.0/).

https://doi.org/10.18280/ria.380114 ABSTRACT 

Received: 23 August 2023 

Revised: 1 December 2023 

Accepted: 12 December 2023 

Available online: 29 February 2024 

Recent advances in computer vision help machines understand and process visual 

information. Computer vision is commonly used to recognise car licence plates, improving 

traffic monitoring, law enforcement, and parking management. The use of deep learning 

has improved object detection accuracy, robustness, and speed. Each algorithm has its own 

advantages and disadvantages, and the choice often depends on the specific needs or 

application, such as the need for speed versus the need for high accuracy. In this paper, the 

YOLOv8 was proposed as an object detecting algorithm. Faster R-CNN (Region-based 

Convolutional Neural Networks) and SSD (Single Shot Detector) were used to implement, 

evaluate, and compare their results with the proposed algorithm. The three object 

identification algorithms utilized car licence plate information from photos and video using 

frameworks as testing datasets. The results showed that due to its capacity to propose 

regions and classify objects simultaneously, YOLOv8 is suitable for real-time computer 

vision workloads. dataset size and hyperparameter values are thoroughly examined to 

determine model performance. Two datasets of varying sizes were used to evaluate 

methods. Indian number plate and Automatic Number Plate Recognition use YOLOv8 to 

optimise precision and recall with f1 confidence curve values of 0.700 for small datasets 

and 0.419 for large datasets. 
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1. INTRODUCTION

Learning algorithms can provide a finer understanding of 

the way learning may be challenging within diverse situations 

[1, 2]. There has been a significant pioneer effort that focuses 

mostly on suitable software tools for implementing deep 

learning approaches for picture categorization and object 

recognition, which provide useful data for semantic analysis 

of visual media and is associated with a variety of ideas such 

as image classification, individual behaviour analysis, 

identifying people by their faces and self-driving cars [3]. The 

aim of object detection comes to acquire accurate bounding 

boxes that includes objects of a specific form [4] Object 

identification can be broken down into two categories: 

"general object detection" and "detection applications," the 

former of which aims to study methods of detecting various 

objects within a unified framework to mimic human vision and 

cognition, and the latter of which refers to detect in various 

application scenarios like pedestrian detection, face detection, 

text detection, and so on [5]. In recent years, the automobile 

industry and numerous academic organizations have 

developed deep-learning-based techniques to object 

recognition that have yielded promising results. Faster R-

CNN, and SSD (2D object identification), AVOD (3D object 

identification) are some of the most extensively used network 

designs [6]. Automatic car license plate recognition is one of 

the main applications based on an object detection method that 

has received a lot of attention from researchers [7]. It has 

evolved one of the most critical systems for traffic monitoring 

and vehicle surveillance. The steps for the car license plate 

detect process can be illustrated in Figure 1 that includes data 

gathering, training with deep learning techniques, and 

ultimately testing the model with an input image to detect the 

plate [8]: 

Figure 1. A diagram depicts the essential phases for a license 

plate detection system 
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Licence plates vary in size, colour, typeface, and style, 

making detection difficult. Since licence plates are often 

photographed against various and complicated backgrounds 

like vehicles, street signs, and cityscape objects, this is another 

issue. Finally, lighting, weather, and camera angles affect plate 

visibility and readability. Deep learning algorithms have been 

successful in solving these problems due to their various 

characteristics. Such techniques include Feature Learning, 

which can identify important licence plate features (such as 

shape, edges, and character patterns) despite design variations; 

data augmentation during training to handle environmental 

conditions; and real-time high processing with accuracy. 

Integration with recognition and tracking is another capability 

[9, 10]. 

This paper presents the use of newly developed promising 

algorithm (YOLOv8) as object detection technique and 

compared with two of the highest priority deep learning 

algorithms that are already in use for object detection R-CNN, 

and SSD. The license plate will be used as the object being 

detected. Two different data sets (small and large) will be used 

to evaluate these algorithms, to demonstrate the effect of the 

data set size on the results. YOLOv8 which is the latest version 

of YOLO, and this will be the first work done to employ this 

version of YOLO in this type of application, YOLOv8 is 

renowned for its exceptional speed, making it well-suited for 

real-time detection applications and conducts detection by 

analysing the entire image, leading to improved contextual 

understanding and reduction of false positives, beside its 

capability of detection to numerous object kinds. 

 

 

2. RELATED WORK 

 

More recently, there has been a great deal of focus on 

Identification of Vehicle Identification Numbers, which is 

critical task presents several unique challenges and 

complexities, so Several Deep learning algorithms have shown 

competitive performance on a range of datasets proving great 

success in addressing these challenges an example of this is 

"Automatic License Plate Detection and Recognition in 

Thailand" by Ogiuchi et al. [11]. The results from image data 

studies were encouraging, with a plate identification rate of 

94.6% and a character recognition rate of 92.0%. However, the 

current method is computationally expensive and has a high 

false positive rate. 

In 2017, Li et al. [12] proposed a single forward pass for a 

deep neural network to recognize license plates and detect text, 

avoiding intermediate error accumulation and increasing 

processing speed, The present network is effective and 

efficient, but there is potential for development especially 

when it comes to processing speed and supporting a wider 

range of license plate orientations.  

In a study published in 2020, Omar et al. [13] propose a new 

strategy based on the fusion of various Faster Regions with 

Convolutional Neutral Network (Faster- RCNN) structures. 

The suggested license plate detection approach employs the 

AlexNet, VGG16, and VGG19 as three pre-trained CNN 

models used by the three separate Faster-RCNN modules; the 

proposed method's accuracy is 97%, Although the existing 

models work well, a faster R-CNN model could provide the 

accuracy necessary for real-time tasks while yet maintaining 

the necessary speed balance. 

Salemdeeb and Erturk's 2020 strategy to detecting LPs and 

identifying their origin, language, and structure is novel [14]. 

A novel low-complexity convolutional neural network 

architecture and the YOLOv2 detector with ResNet feature 

extraction core were used to categorize LPs. The suggested 

method classifies countries, languages, and designs with 

99.57% average detection precision and 99.33% accuracy, 

However, studies have shown that certain license plates can 

only be identified at very small sizes. Smaller LPs can still be 

detected, but with poorer precision, due to the redesign of 

ResNet50's input layer size. 

Zhang et al. [15] attempted to solve the one of the problems 

associated with license plate detection, based on three traffic 

video-based (LP) datasets, V-LPDR is a revolutionary unified 

framework based on deep learning for license plate detection, 

tracking, and recognition in real-world traffic videos, but it 

should be notes that Images and videos taken in real life, 

especially in challenging settings, can sometimes affect the 

recognition performance of existing LPDR systems, When it 

comes to low-resolution photos and lighting variation, these 

systems aren't very good. 

SSD-based license plate detection in Iraq will also receive 

attention in 2021, with segmentation to the plate performed via 

horizontal and vertical shredding. K-Nearest Neighbors (KNN) 

was used to narrow down the make and model. Five hundred 

different vehicles from Iraq were used to test out the new 

method. The percentage of correctly detected plates is 98%, 

while the success rate for the segmentation procedure is 96%, 

Despite the fact that the processing time is rather quick, there 

are some real-time applications that can require even faster 

processing [16].  

For the first time, as shown in a 2021 paper by Beratoglu 

and Toreyin [17], LP detection can be accomplished without 

first fully decompressing the encoded data. Computing costs 

can be reduced by pre-determining which images will be used 

for LP recognition. The proposed method makes advantage of 

HEVC (High Efficiency Video Coding) compressed video 

sequences. The YOLOv3 Tiny Object Detector is used to spot 

LPs in computer-made pictures. Additionally, the proposed 

strategy reduces inference time by more than 30%, Yolov8 

outperformed YOLOv3 in terms of accuracy. Yolo 3 had 

trouble detecting small objects or objects with overlapping 

contexts, but YOLOv8 improved its detection accuracy by 

using more advanced feature extraction and prediction 

techniques, which allowed it to handle complex scenarios and 

small objects better.  

Chinese Road Plate Dataset (CRPD) is a new dataset 

proposed in 2022 by Gong et al. [18], which adds multi-

objective Chinese LP pictures to the existing public 

benchmarks. Using the largest publicly available multi-

objective Chinese LP dataset with vertices annotations, the 

images are primarily acquired with electronic surveillance 

devices, and the network can be trained end-to-end with 

completely real-time inference efficiency (30 fps with 640p), 

License plates can be seen in various real-life situations, such 

as being held in the hand or lying on the ground, as 

acknowledged in the study. For a complete license plate 

detection system, it is also valuable and vital to be able to 

detect and recognize license plates in these different 

conditions. 

In 2022, Srividhya et al. [19] present an algorithm for 

recognizing the three levels of object boundaries using an 

inner-outer outline profile (IOOPL), which paves the way for 

its incorporation into a video surveillance monitoring of traffic 

system. In intelligent transportation systems (ITS), it is crucial 

to determine the type of observed items to track safely and 
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properly predict traffic characteristics. A number plate 

recognition method based on text correlation and edge dilation 

techniques was also described. 

A paper published in 2023 proposes a solution to the 

problem of (LP) being confused with road signs, billboards, 

and other objects in complex environments by changing the 

conventional method of car-license plate-letter detection into 

a sequence of (LP) detection, (LP) detection of the four corners 

where the numbers are located, (LP) correction, and (LP) 

identification. Thus, a CenterNet object detection algorithm 

built upon a modified Hourglass-type network is used for more 

precise detection after the first technique identifies all possible 

(LP) and feeds them as input parameters. The network size was 

decreased in half, while accuracy was raised by 6.19 percent 

on average. The median time for a frame decreased to 2.71 

milliseconds (405 frames per second), the method has a 

problem with efficiently detecting tiny items. To improve 

detection of small items and eliminate false negatives, the 

approach needed an increase in the input size. Additionally, 

while training, the researchers used a number of augmentation 

techniques, including color processing, centering, distortion, 

enlargement, reduction, and rotation. These enhancements are 

useful, but they complicate training and might not be a perfect 

reflection of the actual world [20]. 

3. DEEP LEARNING MODEL FOR OBJECT 

DETECTION OVERVIEW

Even as network architecture evolves, the more common 

practice is to undertake some tuning based on the original 

network or use some method to increase network performance 

[21]. Deep learning's standards of operation center on the 

process of extracting features from massive datasets via the 

first layer, before proceeding to alter the representation via 

hidden layers, ultimately leading to a more abstract and 

complicated model [22], Deep learning-based object 

identification frameworks are broadly classified into two 

classes, The first is referred to as (one-stage), and it is 

considered more complex due to the fact that it requires a 

robust model head to foretell uniform, densely sampled 

anchors in many orientations, sizes, and aspect ratios [23]. The 

other way is known as (two-stage), and in this method, object 

proposals are generated first and then evaluated categorized 

and regressed [24]. Single Shot Detector (SSD) and You Only 

Look Once (YOLO) are one-stage methods, whereas Faster R-

CNN is a two-stage method.  Before applying each strategy to 

our chosen dataset, we will attempt to clarify the fundamental 

differences between these three models to provide a thorough 

understanding of each approach. 

3.1 Architecture 

The design of an object detection algorithm influences how 

it analyses incoming data and extracts characteristics for 

object recognition. The basic network is a condensed version 

of a typical SSD (Single Shot Detector) architecture with 

convolutional (conv) feature layers added on top [24]. Scores 

and offsets for the established anchor boxes are predicted 

using information from the newest and some of the older base 

network layers [23]. The shallow or earlier layers help forecast 

small items, whereas the deep or later layers help detect huge 

objects [24]. An essential part of any Faster R-CNN (Faster 

Region-based Convolutional Neural Network) is a) A region 

proposal approach that produces "bounding boxes" or 

locations of likely items in the image. b) Convolutional Neural 

Network (CNN)-based feature generation for these items. d) A 

regression layer to fine-tune the bounding box's coordinates c) 

A classification layer to predict the object's class [25]. 

Classifying SVMs with R-CNN is time-consuming since it 

does a ConvNet forward pass for each region proposal instead 

of sharing computation. Fast RCNN collects features from the 

entire input image, pools them based on a specified region of 

interest (RoI), and then feeds the resulting fixed-size features 

to subsequent fully connected layers that perform 

classification and bounding-box regression. Features are 

extracted from the entire image and sent to CNN in batches for 

labelling and positioning [26]. Joseph Redmon pioneered the 

YOLO architecture, which addresses detection as a regression 

problem based on Darknet design. In a single network, YOLO 

would predict both bounding boxes and class probabilities. 

The fundamental concept is based on a user-defined size grid 

cell in which the object is detected if it falls into the cell [27]. 

YOLOv8, which was launched in January 2023, is anchor-free, 

reducing the amount of box forecasts and speeding up the non-

maximum impression (NMS). YOLOv8 also employs mosaic 

augmentation during training [28]. Because the YOLO 

architecture has fewer layers than SSD, it is faster and easier 

to implement [29]. 

3.2 Speed 

Particularly for real-time uses, the speed of object detection 

is critical. How many frames per second (fps) each model can 

handle on the same GPU is a good proxy for this, as showen 

in Eq. (1). Because they only need to perform a single 

regression operation on the input image to predict the object 

image's category and location, one-stage object identification 

algorithms can find objects quickly [30]. 

𝐅𝐁𝐒 =
𝐍𝐮𝐦𝐛𝐞𝐫 𝐨𝐟 𝐅𝐫𝐚𝐦𝐞𝐬 𝐏𝐫𝐨𝐜𝐞𝐬𝐬𝐞𝐝

𝐓𝐢𝐦𝐞 𝐭𝐨 𝐏𝐫𝐨𝐜𝐞𝐬𝐬 𝐭𝐡𝐞𝐬𝐞 𝐅𝐫𝐚𝐦𝐞𝐬 (𝐢𝐧 𝐬𝐞𝐜𝐨𝐧𝐝𝐬)
(1) 

Many studies show that YOLO versions outperform SSDs 

in terms of speed [31]. 

The detection speed of the downscaled image is enhanced 

by a quicker R-CNN method with narrower semantics due to 

the reduced number of target pixels and the accelerated 

convolution calculation of the pixels [32]. Figure 2 compares 

the frames processed per second (FPS) of the Faster RCNN, 

R-FCN, SSD, and YOLO models [33].

Figure 2. Charts show the no. of frame that been process per 

second in different deep learning method 

The Batch Normalization (BN) has played an important role 

in deep neural network development [34]. Batch 
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Normalisation enables us to use much higher learning rates 

while being less concerned about initialization. It also acts as 

a regularizer, avoiding the need for Dropout in some cases, 

hence adopting the Batch Normalisation approach will result 

in 14 times less training time for the same level of accuracy 

[35]. Batch Normalization in Faster R-CNN and YOLO help 

to stabilize the distribution of features in convolutional layers, 

resulting in faster convergence and higher detection accuracy. 

SSD [36], for example, can achieve excellent detection 

accuracy with less training rounds by Normalizing the features 

at each layer. 

 

3.3 Accuracy 

 

Accuracy is critical in object detection since it influences 

how successfully an algorithm detects items in a picture.  One-

stage object detection algorithms perform better in real-time 

but have lower accuracy, whereas two-stage algorithms 

perform better in real-time but have lower precision [37]. old 

YOLO version makes a considerable the amount of 

localization errors when compared to Fast R-CNN, according 

to error analysis [38]. 

Precision and recall Score are metrics that are frequently 

utilised for Accuracy measurement. 

 

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 (2) 

 

𝐑𝐞𝐜𝐚𝐥𝐥 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 (3) 

 

Precision, (Eq. 2) which is defined as the percentage of 

positive examples that were actually recognised, while the 

percentage of true positives that the model accurately detected 

is called recall (Eq. 3). Liu presented the SSD method in 2016, 

which dramatically enhanced object detection accuracy by 

implementing systems for simultaneous detection at multiple 

scales and reference points [37]. SSD's higher accuracy is due 

to its multi-scale feature extraction, successfully enhances the 

placement accuracy of the SSD network's target prediction 

layer by fusing the position-sensitive information provided by 

low-level detail features with the context information provided 

by high-level semantic features [39]. However, (SSD) 

performance on small objects remains poor for two main 

reasons. The first issue is a lack of background information for 

detecting small items. Furthermore, the Features used for 

detecting small objects are derived from shallow features that 

provide no semantic context [40]. 

 

 

4. METHODOLOGY OF WORK 

 

4.1 Dataset and evaluation metrics 

 

Two datasets were chosen that varied in size for testing the 

algorithms. The first is (Automatic Number Plate Recognition), 

which consists of 453 JPEG files annotated with bounding 

boxes containing license plate numbers. PASCAL VOC 

annotations are included, with xml annotation file for each 

image providing image metadata, bounding box details, 

classes, rotation, and other data. The huge dataset is (Indian 

license plate). It contains over 8000 annotated photos of 

license plates, the majority of which have Indian number 

plates. The dataset's annotation is in text format. two videos 

were also used for testing. The number of classes that were 

detected in our test is one class, the picture size that used (640) 

and (8) batch. 

The datasets utilized in this research was tested under 

various situations, although the previous approaches were 

tested on a dataset with normal conditions. This mismatch 

emphasizes the significance of confirming performance results 

with a broader and more diverse dataset to determine 

reliability across scenarios. This research addresses the 

computational requirements and potential restrictions of 

scaling the system to accommodate a high traffic flow by 

picking a large data collection, which is necessary for 

detecting systems like this. 

The evaluation metrics that used to compare the result of 

each testing on small dataset and large one was the charts to 

show the loss value, and F1 score which is particularly useful 

for finding the optimal level of confidence that strikes a 

compromise between the model's recall and precision. 
 

4.2 Testing the small dataset 

 

For a fair comparison of all algorithms, we chose to train 

the images in (40000) epoch/iteration for each dataset, with 

certain algorithms experiencing the (Early Stop) state before 

the estimated epochs ended, which happened when the model's 

performance on the validation dataset is the same with 

comparing it to the prior best performance, and that made the 

model avoids wasting computational resources on additional 

training when it isn't boosting its performance on unknown 

data. 

The testing begins with SSD algorithm, Figure 3 displays, 

using the machine learning visualisation tool TensorBoard, the 

overall loss as a function of the training phases. Minimising 

loss was the target, and a falling value shows that the model is 

getting better during training. You can quit training whenever 

you want if the loss stops going down. 

 

 
 

Figure 3. Total loss versus number of steps using SSD 

 

 
 

Figure 4. Total loss versus number of steps using Faster 

RCNN 

 

Figure 4 displays the overall loss as a function of the number 
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of steps in the TensorBoard training process. The model using 

the Faster RCNN algorithm performed better than the SSD in 

this test. 

When testing with YOLOv8 the visualization tool for 

showing the loss was different, because it shows the box_loss, 

cls_loss and dfl_loss, which represent the overall loss value, 

see Figure 5. 

Figure 5. Total loss metrics of testing with YOLOv8 

Check out Figure 6 for the f1 confidence curve with 

YOLOv8. For optimal precision and memory, a confidence 

value of 0.700 is recommended. A greater level of certainty is 

preferable in many instances. Since the F1 value seems to be 

around 0.90, which is not too far from the maximum value of 

0.95, it may be optimum to select a confidence of 0.65 for this 

model. This might be a good design point if we look at the 

recall and precision figures with a confidence level of 0.70. 

The precision number remains close to the maximum, while 

the recall value starts to decline at around 0.95. 

Figure 6. F1 confidence curve with YOLOv8 

The test was done on video to mimic the real video 

application, Figure 7 show the result from using the YOLOv8 

algorithm. 

Figure 7. The detection on small dataset using YOLOv8 

4.3 Testing the large dataset 

Training with huge amounts of data in object detection 

improves generalization, allows for more complicated models, 

allows for effective data augmentation, and minimizes the risk 

of overfitting. When we start testing the model after training 

with a large dataset, we notice that it can detect far Car License 

Plates that the model trained with small data couldn't detect, 

even with variations in lighting conditions, backgrounds, 

poses, and other factors, as well as multiple plate detection. 

Figure 8 show how the detection improve when training with 

bigger data set. 

Figure 8. The detection on large dataset using YOLOv8 

Figures 9-12 demonstrate the results obtained from testing 

the large dataset utilizing SSD, Faster RCNN and YOLOv8 

algorithms respectively; it shown from the assessment metrics 

a significant change in performance due to the influence of 

more training on a larger dataset. 

Figure 9. Total loss versus number of steps using SSD 

Figure 10. Total loss versus number of steps using Faster 

RCNN 
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Figure 11. Total loss metrics of testing with YOLOv8 
 

Figure 12 shows the f1 confidence curve with YOLOv8. 
The confidence value that optimizes the precision and recall is 

0.419. 

 

 
 

Figure 12. F1 confidence curve with YOLOv8 

 

 

5. CONCLUSIONS 

 

The main concern for this paper is determining which 

detector, along with its design, offers the optimal combination 

of speed and accuracy for a specific application. This study 

compared a proposed algorithm with two cutting-edge object 

detection algorithms for car license plate detection. Faster R-

CNN, SSD, and YOLOv8, by analysing how well each tactic 

worked and considering its strengths and shortcomings. All 

three systems detected license plates accurately and efficiently 

during the research. There are more sophisticated uses for 

YOLO than for Faster R-CNN.  Because it offers end-to-end 

training, YOLO makes object detection easier and faster. 

While both algorithms are capable of producing respectable 

results, YOLO occasionally surpasses Faster R-CNN in all 

three metrics. For real-time object detection in images or 

videos, YOLO is the way to go because it executes single-shot 

algorithms. Building it is a breeze, and it trains well on 

complete pictures straight away. When compared to Faster R-

CNN, YOLO is a more worthy, quick, and reliable algorithm 

due to its superior object generalisation. Because of these 

remarkable benefits, this algorithm is highly recommended 

and stands out. 
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