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This research focuses on developing effective algorithms for semantic knowledge graph 

searches in the context of finding causal answers, which is highly relevant due to the 

widespread use of semantic networks. The study's primary goal is to examine the 

construction principles of a semantic knowledge graph search model tailored for causal 

answers, with a focus on deep neural semantic search characteristics. The research 

methodology combines system analysis methods for building knowledge graphs with an 

analytical investigation of deep neural semantic search aspects. The results provide insights 

into the construction of a semantic knowledge graph search model for causal answers, 

addressing the challenges and methodologies involved in building such a model. It 

underscores the significance of knowledge graphs in modern information systems and their 

potential applications in various domains. However, further scientific research is essential 

to explore the practical applications of deep neural semantic search knowledge graphs in 

various information systems, which are used across different aspects of everyday life. The 

practical significance of this research extends to various applications in information 

retrieval, knowledge management, and problem-solving, making it a valuable contribution 

to the advancement of technology and understanding of natural language text. 
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1. INTRODUCTION

Modern information systems contain a large amount of 

textual information. Therefore, various tasks of constructing a 

semantic knowledge graph model for finding answers to 

questions are very relevant today. At the same time, one of the 

main tools for processing text without losing its meaning is the 

semantic network. It is an oriented graph that is able to 

correctly reflect the key concepts and the relationships 

between them [1]. The vertices of a graph contain concepts, 

while its connections are relations between these concepts. 

The types of links in the semantic network graph can be 

selected by its creator in accordance with specific goals. 

Semantic networks are data structures that encode 

knowledge in a graph-like format, comprising nodes (vertices) 

that symbolise concepts or entities and edges (arcs) that 

symbolise relationships or connections between these 

concepts. Semantic networks are primarily designed to capture 

and organise semantic information, thereby facilitating 

machines in comprehending, rationalising, and deducing 

insights about the world. 

Recently, there has been notable advancement in tackling 

these difficulties through the development of machine learning, 

deep learning, and natural language processing methods. 

Scientists are consistently striving to enhance algorithms for 

semantic networks to enhance their resilience, efficiency, and 

ability to handle practical applications in diverse fields. 

Moreover, the advancement of knowledge graphs and 

ontologies has been pivotal in organising and standardising 

knowledge, thereby enhancing its accessibility for artificial 

intelligence systems. 

The high level of development of the sphere of modern 

information technologies against the background of their high 

dynamism determines the continuous emergence of many 

effective methodologies for the development of software 

systems, and the need for their continuous improvement [2, 3]. 

Methodologies can be attributed to one or more stages of the 

life cycle of a particular software. Each of the existing 

methodologies may have several different modifications. 

Flexible methodologies are in high demand, which are actively 

used today in software development. Methodologies of 

continuous integration of development, testing, deployment of 

software systems, etc. are of great interest. Basically, these 

methodologies are focused on creating typical product-level 

software systems [4, 5]. In general, existing methodologies 

allow quickly creating and modifying information systems 

when new requirements arise, conditions for setting tasks and 

finding solutions change. Regularly occurring changes are 

often caused by the need to support the created application 

models, methods and tools. Most of them can rightfully be 

considered innovative and need special training to further their 

effective practical use [6, 7]. 

Over the past few decades, the paradigm of network 

thinking has been actively forming in the depths of multiple 

areas of scientific research. Research projects are being carried 

out that contribute to the formation of a network picture of the 
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modern world and mean concrete attempts to create its image. 

Today, many scientists reduce descriptions of natural and life 

phenomena exclusively to representations of various forms of 

referential connectedness of elements of the modern structure 

of the world, which has many levels of display. Reality is 

presented as a complexly organised mobile discursive field, 

formed through the development of interrelations of spatial 

structures. It is no exaggeration to say that the ideas of the 

network approach become the basis of the theory and practice 

of various interrelated natural and social sciences [8, 9]. 

A graph is a data structure that includes two components, 

- edges and vertices. Graph (G) can be described by a large 

number of edges (E) and vertices (V), which it includes G= 

f(E, V). Graph neural network (Eng. Graph Neural Network 

(GNN)) is a type of neural network that works directly with 

the graph structure. Node classification is a typical example of 

using a graph neural network [10]. It is most convenient to 

present any information data in the form of graphs when 

working with languages, when performing image analysis and 

processing, building various functional models of web 

networks, and in other applied tasks of a wider spectrum. 

The practical application of a graph neural network allows 

working with graph data without preprocessing. The principle 

of operation of a graph neural network is to use the mechanism 

of information dissemination. At the learning stage, modules 

update their states and carry out information exchange until 

the modules reach a stable equilibrium state. The output of a 

graph neural network is calculated based on the state of the 

module at each node [11, 12]. 

The justification for employing deep neural semantic search 

is rooted in its capacity to augment the accuracy, retrieval, and 

pertinence of search outcomes by comprehending the 

semantics of human language, rendering it an enticing option 

for contemporary information retrieval systems and Natural 

Language Processing (NLP) applications. Deep neural 

semantic search offers several benefits that make it an 

appealing choice for various applications. 

Although deep neural semantic search offers distinct 

benefits, it is important to recognise that it also presents 

challenges, including the requirement for substantial 

quantities of annotated training data, computational resources, 

and model interpretability. Furthermore, the selection of 

methodology relies on the particular application and the 

demands of the user. Occasionally, conventional keyword-

based search or alternative methods may still be suitable. 

The purpose of this article is to investigate the significance 

and potential of deep neural semantic search models in the 

context of Natural Language Processing (NLP) and knowledge 

retrieval. It aims to provide an in-depth exploration of the 

principles and methodologies involved in constructing 

semantic knowledge graph search models for finding causal 

answers in textual data. 
 

 

2. MATERIALS AND METHODS 

 

The basis of the methodological approach in this scientific 

study is a combination of methods of system analysis of the 

principles of building knowledge graphs in the analytical study 

of the features of building a deep neural semantic search. The 

main research is preceded by the creation of a theoretical base, 

which is the generalised results of the analysis of available 

scientific research by a number of domestic and foreign 

authors devoted to the application of knowledge graphs for 

deep neural semantic search. This study was carried out in 

several stages: 

 

• Stage 1: Establishment of a theoretical framework. 

The research began by establishing a theoretical framework 

through synthesis. This stage encompassed a thorough 

examination of current national and international research 

regarding knowledge graphs and their utilisation in deep 

neural semantic search. The emphasis lies on understanding 

the utilisation of knowledge graphs within the framework of 

deep neural semantic search [13]. 

• Stage 2: Analyse knowledge graph principles 

systematically. Based on the existing theoretical foundation, 

this study systematically investigates the principles that 

govern the construction of knowledge graphs. This analysis is 

crucial for future efforts involving the search for causal 

answers within established initial conditions. The goal is to 

establish a specific order for constructing knowledge graphs, 

which is based on identifying cause-and-effect connections 

derived from texts written in natural language. This stage 

identifies the basic principles that form the foundation of a 

knowledge graph search model designed specifically for deep 

neural network semantic search. It also evaluates the 

practicality of building knowledge graphs for use in modern 

electronic computing devices. 

• Stage 3: Analysing the profound neural semantic 

search in a systematic manner. In the following stage, the 

research focuses on analysing and exploring the intricate 

characteristics that define deep neural semantic search. The 

text explains the step-by-step process of constructing a 

semantic knowledge graph search model that is designed to 

identify causal responses. The research provides a 

diagrammatic depiction of the fundamental concept that 

governs the construction of this model. It also offers valuable 

understanding of important information contexts, which is 

crucial for applying the semantic knowledge graph search 

model to understand causal relationships. Moreover, this stage 

involves assessing the current capabilities of computing 

technology, specifically in terms of using a formal language to 

express textual meaning. 

• Stage 4: Comparative analysis and refinement. 

During this phase, a comprehensive analysis is performed, 

comparing research findings with those of other scholars who 

have investigated similar topics. This exercise in comparison 

enhances the accuracy of research findings and strengthens 

their credibility. To enhance the strength and reliability of 

conclusions, it is important to compare and contrast the current 

work with previous research. 

• Stage 5: Formulation of definitive conclusions. The 

research concludes by synthesising definitive insights derived 

from the accumulated findings throughout the study. These 

final conclusions represent the definitive expression of our 

research findings. The user is describing the important factors 

that determine the development of a specialised search model 

for uncovering causal responses in a semantic knowledge 

graph. Furthermore, these findings are important for guiding 

future research efforts focused on the fundamental principles 

that support the development of models for investigating 

semantic knowledge graphs in the field of deep neural network 

search, utilising the capabilities of modern computing 

technology. 

This research project, employing a multi-staged 

methodology, enhances our comprehension of knowledge 

graphs and their incorporation into the realm of deep neural 
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semantic search. It provides valuable information about the 

practical applications and ability to bring about significant 

changes of these models in electronic computing devices. 

 

 

3. RESULTS 

 

Automatic extraction of causal relationships from natural 

language texts is a complex and urgent problem in the creation 

of artificial intelligence systems. Most of the first attempts to 

solve it used manually constructed linguistic and syntactic 

rules for small and data sets for a specific area. However, with 

the advent of databases of considerable volume, increasing the 

availability of modern high-power computing equipment and 

taking into account the growing popularity of machine 

learning techniques, the paradigm for solving this kind of 

problem has gradually shifted. In the near future, machines 

will be able to master the general rules for extracting causal 

relationships from marked-up data, provided that their actions 

are completely autonomous and regardless of the domain [14, 

15].  

The term “knowledge graph” has recently been used 

relatively often in scientific research, in business, as a rule, in 

close connection with semantic web technologies, arrays of 

related data, and with cloud computing. The evolution of the 

understanding of the meaning of this term has been 

significantly hindered conditioned upon the presence of a large 

number of its interpretations. The key prerequisite for the 

broad acceptance of the scientific concept is the development 

of a common understanding of the term, devoid of any 

ambiguity. The graph of a semantic network is the key form of 

its representation [16]. In essence, the entire semantic network 

is an information model of the subject area, presented in the 

form of an oriented graph, the vertices of which correspond to 

the objects of this area, and the arcs determine the relationships 

formed between them. Thus, the semantic network is one of 

the numerous options for displaying knowledge of any kind. 

A semantic knowledge graph is a knowledge base that uses a 

graphical data model or topology to integrate them. 

Knowledge graphs are often used to store events, situations, or 

concepts of abstract content that have arbitrary semantics. The 

sequential construction of the semantic knowledge graph 

search model for the search for a causal answer assumes 

compliance with a certain sequence of operations performed: 

The development of the semantic knowledge graph search 

model followed a carefully orchestrated procedure comprising 

multiple discrete stages. The process commenced with the 

gathering of data, in which an extensive collection of natural 

language texts and documents pertaining to the research field 

was assembled. This dataset was fundamental in building the 

semantic knowledge graph. This entailed performing several 

tasks, including tokenization, which involves breaking down 

text into individual words or phrases, eliminating stop words 

that have minimal semantic significance, and applying 

stemming or lemmatization to reduce words to their 

fundamental forms. 

The construction of the model also included an important 

aspect called entity recognition. Named Entity Recognition 

(NER) models were utilised to detect and categorise entities 

present in the text. These models played a crucial role in 

differentiating and classifying entities, such as individuals, 

institutions, geographical areas, and others, present in the text. 

Dependency parsing was crucial in extracting the grammatical 

structure of sentences. This step was pivotal in comprehending 

the connections between words and phrases in the text. It 

facilitated the identification of word associations and their 

relationships within sentences. After performing dependency 

parsing, the model proceeded to extract semantic relationships 

between entities and concepts in the text. For instance, its 

objective was to ascertain the connection between “John” and 

“XYZ Company” by extracting the relationship. The citation 

is from Mouromtsev et al. [17]. 

Afterwards, utilising the identified entities, concepts, and 

relationships, the model created a semantic knowledge graph. 

The graph depicted entities or concepts as nodes and their 

relationships as edges. This graph formed the basis for 

knowledge inference (Figure 1). 

 

 
 

Figure 1. Development of a semantic model for finding a 

causal response 

 

The development of a semantic model involves the analysis 

of primary documents to form an idea about the subject area, 

as well as the information presented in the documents. The 

practical application of the semantic knowledge graph search 

model for determining the causal response involves the 

allocation of the following information contexts from the text 

documents under study: 

key terms; 

metadata; 

structure; 

the main linguistic characteristics of the text. 

From the standpoint of the implementation of deep neural 

semantic search, the key knowledge is the construction of a 

semantic search knowledge graph, which is a collection of 

facts interconnected by certain connections. In addition, 

knowledge graphs include information about the main types of 

neural network concepts and the connections between them. 

This is a key factor determining the effectiveness of building 

knowledge graphs when implementing deep neural semantic 

search in the case of practical implementation of these 

technological solutions in modern electronic computing 

devices. 

To create an effective algorithm for understanding the 

meaning of a text in a natural language using the capabilities 

of modern digital computing, it is necessary to use a formal 

language to describe the meaning [18]. This method is the 

basis of the principle of constructing a semantic knowledge 

graph model for deep neural network search. A formal 

language is a set of specific methods that allow for the 

description and processing of the meaning of a natural 

language. The formal language allows you to describe the 

meaning of the text, as well as algorithms for its processing in 

a form that can be used later in a computing device during 

automatic processing, and the sufficiency criterion is of 

paramount importance in this context. When processing, it 

should be avoided without loss of performance when 
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performing inefficient operations, in other words, the 

construction of a semantic value graph model should occur 

exclusively on real data. Processing the meaning of sentences 

implies the need to work with a huge amount of information, 

which means that there is no need for manual processing of the 

formal language [19]. 

The construction of a knowledge graph of deep neural 

semantic search presupposes the possibility of processing the 

meaning of text fragments using certain algebraic functions. 

At the same time, the neural network itself can also be 

considered as an algebraic function of a higher order. For this 

reason, the implementation of the construction of a graph of 

semantic knowledge of a neural network using the capabilities 

of modern computing technology requires solving the problem 

of synchronisation of a huge amount of data processing 

processes. A qualitative solution to this kind of problem 

involves the construction of the principles of network semantic 

search, based on synchronised and non-synchronised neurons. 

The differences are in the principles of data processing and the 

discontinuity of the output of the results obtained. Modern 

neural networks can be modelled using the capabilities of 

modern computer systems, and in terms of constructing 

semantic knowledge graphs, their capabilities significantly 

exceed the real possibilities of practical application of other 

methods of constructing semantic networks. The semantic 

display of a text array, its formalised language for isolating its 

meaning can be combined into a neural network as the main 

physical entity. The construction of a semantic knowledge 

graph search model for finding a causal response in a neural 

network can be successfully implemented using the 

capabilities of modern computing technology with a minimum 

of errors, based on a formal language for describing the 

meaning of sentences in natural language. The practical 

application of this model contributes to achieving a high 

degree of accuracy in the search for causal answers while 

observing the key principles of building knowledge graph 

models of deep neural semantic search. 

The development of the semantic knowledge graph search 

model encountered various difficulties. Due to its inherent 

nature, natural language is characterised by ambiguity, 

frequently featuring words or phrases that possess multiple 

interpretations. Significant effort was necessary to 

disambiguate terms and ensure the model accurately identified 

context-specific meanings. The accurate identification of 

entities, particularly in specialised domains, posed a challenge. 

Continuing to refine NER models and resolving challenges 

associated with entities that are not adequately captured in pre-

trained models were ongoing responsibilities. The 

management of extensive datasets and the construction of 

comprehensive knowledge graphs have raised concerns 

regarding scalability. Optimal algorithms and data structures 

were crucial in handling the graph's magnitude and intricacy. 

The determination of causal relationships from the knowledge 

graph occasionally depended on heuristic techniques and 

statistical models. These methods may not consistently yield 

accurate outcomes. 

To customise the model for various domains or topics, it is 

necessary to possess domain-specific expertise and training 

data. Extending the model's scope to encompass a broad array 

of subjects proved to be a difficult task. Evaluating the 

precision and efficacy of the model's ability to infer knowledge 

required appropriate assessment criteria and standardised 

datasets for comparison. Creating these benchmarks may 

require a significant allocation of resources. 

To summarise, the creation of the semantic knowledge 

graph search model required a series of complex procedures, 

ranging from data gathering to knowledge deduction. The 

execution of these steps necessitated meticulous scrutiny of 

details and faced difficulties associated with language 

ambiguity, scalability, domain specificity, and knowledge 

inference accuracy. Conquering these obstacles was essential 

in order to develop a strong and efficient model for deep neural 

semantic search. 

Conclusively, the creation of a semantic knowledge graph 

search model for deep neural semantic search signifies a 

notable progress in the realm of artificial intelligence. This 

model, developed using a methodical approach that includes 

gathering data, preparing it for analysis, identifying entities, 

parsing dependencies, and constructing a knowledge graph, 

has the potential to automatically extract causal relationships 

from texts written in natural language. This research highlights 

the potential of machines to autonomously acquire general 

rules for extracting causal relationships from large and diverse 

datasets, despite facing challenges such as language ambiguity, 

scalability, and domain specificity. The utilisation of formal 

language-based methodology, in conjunction with 

contemporary computational capacities, is crucial for attaining 

precise and effective searches for causal responses within the 

context of deep neural networks. In essence, this work 

enhances the continuous advancement of AI systems based on 

knowledge graphs and their utilisation in diverse fields. 

This study explores the importance of semantic knowledge 

graphs in information retrieval, with a particular focus on their 

relevance for providing causal answers. It emphasises their 

function in automating data processes and their significance in 

areas such as IoT and e-health for improving semantic 

interoperability and biomedical data analysis. The study 

recognises the difficulties in processing natural language and 

the complexities of modelling syntax and semantics. Although 

providing valuable theoretical insights, additional empirical 

research is necessary to fully exploit the potential of these 

models in practical applications. The limitations of the study 

underscore the intricacies involved in implementing extensive 

semantic knowledge graphs on a large scale. This emphasises 

the necessity of addressing challenges related to scalability, 

computational requirements, and practical implementation in 

knowledge-intensive fields. 

 

 

4. DISCUSSION 

 

A simple semantic network can be considered as a strictly 

oriented graph having labeled arcs and vertices, in which the 

vertices perform the function of semantic facts, and the arcs 

are relations between these vertices. The subjects of semantic 

facts should be considered certain concepts, facts, processes, 

including models and signs. This means that a simple kind of 

semantic network acts as a definition of the connections 

between all its vertices [20]. 

Information technologies at the current level of 

development can be characterised by the widespread 

acceleration of the processes of intellectualisation of 

information systems with different directions. There are actual 

opportunities to automate the processes of collecting, storing, 

processing and searching information, as well as its provision 

and generation, the development of new classification 

principles, in relation to new types of information arrays 

obtained based on the previously developed knowledge base 
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of information systems [21]. At the same time, there are a 

number of problems associated with a gradual improvement in 

the quality of their functioning. In particular, problems of this 

kind are associated with increasing the transparency of the 

functioning of such information systems, the need for a more 

accurate analysis of the stored information and an assessment 

of its reliability. The solution of such problems requires further 

research in the direction of studying issues related to the 

storage of information in databases. 

The rapid increase in information data arrays in various 

fields of modern science and manufacturing industries, taking 

place against the background of the rapid obsolescence of this 

information, necessitates continuous training for a long time 

[22]. This, in turn, determines the need for the development of 

a high-quality information base capable of meeting the needs 

of the educational process for up-to-date information and 

solving the issues of finding the necessary information at a 

certain point in time [23, 24]. This task can be successfully 

solved only through the development and implementation of a 

methodology for finding the necessary educational materials, 

functioning on the basis of a semantic model for the 

presentation of materials of this kind. 

Semantic models in Internet of Things (IoT) and e-health 

applications explore the key role of semantic web modelling 

in e-health technologies, including remote monitoring, mobile 

healthcare, cloud data, and biomedical ontologies. To date, it 

is of fundamental importance to study such problems through 

the prism of various case studies of health systems, where 

semantic web technologies are currently being introduced. The 

active development of concepts of semantic interoperability in 

the context of the healthcare model will be introduced, and 

research is also being conducted on the possibilities of 

semantic representation as a key to the classification, analysis 

and understanding of huge volumes of biomedical data 

generated by connected medical devices [25]. 

Causal latent semantic analysis (cLSA) is a modification 

and thus derived from traditional latent semantic analysis. 

Besides: To identify hidden factors, cLSA establishes causal 

relationships between these factors based on the input data and 

the output operators contained in the factors. cLSA performs 

latent semantic analysis (LSA) for a corpus consisting of input 

and output data. statements derived from excerpts of the text. 

The I/O operator (also called the XY operator) is defined as a 

pair of operators in which the output operator (operator Y) is 

a consequence of the input operator (operator X) [26]. In the 

1980s, researchers from the University of Groningen and the 

University of Twente in the Netherlands initially introduced 

the term knowledge graph in order to formally describe a 

system that they based on knowledge combining information 

from various sources of natural language representation. The 

authors of this theory proposed knowledge graphs with a 

limited set of relationships and focused exclusively on 

qualitative modelling, including human interaction, which 

clearly contrasts with the idea of knowledge graphs, which 

was widely discussed in several previous years. 

The knowledge graph is a popular modern technology that 

has been adopted by many companies to describe a variety of 

knowledge representation applications. Considering this kind 

of applications, the knowledge graph has an abstract structure 

rather than a mathematical one. At the same time, the 

knowledge graph is not synonymous with the knowledge base, 

which is often used by itself as a synonym for ontology [27].  

Automatic extraction of knowledge from the natural 

language of texts is one of the many open tasks of artificial 

intelligence today. Effective imitation of the human brain's 

ability to understand written texts entails the development of 

complex modelling, which allows us to actively and fruitfully 

study various aspects of the interaction of syntax, semantics, 

and constantly develop vocabulary and increase the variability 

of the use of ambiguous constructions in the lexicon, such as 

figurative expressions, metaphors, rhetoric, sarcasm and slang. 

In fact, even such a relatively simple task as the definition of 

implicit negations in a sentence remains a complex and 

completely unsolved problem. Nevertheless, the computer 

science and computational linguistics communities have made 

significant progress in this field over the past three decades 

and continue to work more efficiently, reliably and scale 

methods specifically designed to successfully solve textual 

problems of extracting the necessary information [14]. 

The idea of automatic extraction of information from texts 

in natural languages became popular in the 80s of the last 

century, following the gradual increase in the availability of 

computing systems and the growing popularity of machine 

learning. In the specified time interval, scientific research was 

published on the topic of the complexity of developing 

automatic systems for acquiring causal knowledge based on 

natural language. The researchers emphasised that a good 

causal analyser must necessarily be an integral part of the 

knowledge representation model, which includes a semantic 

basis. At the same time, knowledge of the subject area must be 

present, to accurately identify significant cause-and-effect 

relationships from any text fragments. In addition, it was 

argued that the tool should be able to draw a conclusion about 

any unmentioned direct component between the causal factor 

and the result obtained, which will contribute to the creation 

of the most accurate and complete chain of causes and effects. 

In addition, it should be able to eliminate the ambiguity of any 

causal ambiguous statements. 

A knowledge graph is often defined as a semantic graph 

consisting of nodes (vertices) and edges, where nodes 

represent concepts. Referring to the general categories of 

objects and edges, represent semantic relationships between 

entities. Some of the observed nodes can be connected to each 

other and form structured knowledge that can help use, 

manage and understand information. Knowledge graphs are 

mainly constructed from a knowledge base (KB), which refers 

to an intelligent database for managing, storing and retrieving 

complex structured and unstructured information [28, 29]. 

Knowledge bases collect it from free text on web pages, 

databases, audio and video content. If the graphical 

representation of knowledge is more related to the graphical 

structure, the knowledge base focuses on storing information 

in the database [30, 31]. 

To date, natural language processing is the most common 

direction of creating artificial intelligence systems and 

mathematical linguistics, involving the study of problems of 

natural language synthesis and computer analysis. Modern 

speech recognition technologies are based on the principles of 

natural language processing, they are also actively used in the 

search for necessary information, spell checking, etc. At the 

same time, significant difficulties in processing natural 

language arise conditioned upon its ambiguity, and such 

problems manifest themselves at all stages of processing, 

including phonetic and semantic levels [32, 33].  

In real, practical conditions, it is always easy to determine 

that understanding the basic meaning of a text is not a 

continuous or instantaneous process. Understanding the 

meaning of text is a time-stretched process and at the same 
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time clarification of the understood meaning can be achieved 

through the introduction of new, additional data. Any new 

sentence, as well as any separate part of the text, can have its 

own meaning. You can easily verify this by reading all the 

words in the sentence sequentially, one after the other. Even 

each letter has its own meaning, different from the meaning of 

all other letters. The state of a neural network at a certain point 

in time assumes a snapshot of a large number of neurons, and 

the multiple connections existing between them and the 

internal states of neurons. It can be concluded that the meaning 

of the text, which is described using a neural network, is the 

state of this neural network [19]. Therefore, the successful 

implementation of algorithms for understanding the meaning 

of text in natural language using sequential digital computing 

devices implies the mandatory use of a formal language for 

describing sentences. Such a language means a certain set of 

methods, through the practical use of which it becomes 

possible to automatically describe and process the meaning of 

a natural language [34]. At the same time, in determining the 

formal language, one should be guided primarily by the 

criterion of sufficiency, since any formal language only 

describes the essence of the text, and the algorithm of its 

processing in a form that is suitable for performing subsequent 

automatic processing using computing devices.  

The semantic knowledge graph collects and integrates 

information into an ontology and applies a reasoning 

algorithm in order to gain new knowledge. In this context, the 

question often arises about determining the difference that 

exists between the knowledge graph and the semantic network. 

Knowledge graphs of a relatively small scale, in particular 

corporate knowledge graphs, may differ significantly from the 

entire semantic network conditioned upon the presence of 

domain restrictions [35]. All existing search engines 

consistently scan and process the information available on the 

Internet today, which leads to the expanded use of semantic 

search technology [36].  

In modern information analytical systems that are focused 

on processing large amounts of information presented in the 

form of texts in natural languages, various methods of 

formalization of language constructions are used. The applied 

formalisation procedures are based on a combination of 

linguistic and semantic analyses, and the approaches to their 

implementation have a direct impact on the effectiveness of 

the functioning and speed of information and analytical 

systems. In the current situation, the consistent construction of 

a semantic knowledge graph search model is necessary to 

increase the efficiency of modern information and analytical 

systems, as well as to accelerate the processes of searching for 

causal answers when working with semantic networks 

containing large amounts of data.  

To date, semantic networks are among the most common 

models for providing and preserving information, therefore, 

issues of improving the quality of their functioning and the 

formation of transparency of the systems themselves are of 

particular relevance, which implies increasing the accuracy of 

analysis, clustering, ordering information, and assessing the 

degree of its reliability. A qualitative solution to these and a 

number of other problematic issues requires further research 

in the direction of studying ways to store information in 

databases [21]. The key issues in this context are the provision 

of various units of natural language, as well as information of 

various kinds presented in digital form, the creation of 

appropriate database structures, etc. The methods of practical 

resolution of the listed problematic issues may be different, 

which causes a wide variability of scientific approaches to 

their study. 

While this study has provided valuable insights into the 

construction of a semantic knowledge graph search model for 

finding causal answers, it is important to acknowledge its 

limitations. Firstly, the study primarily focuses on the 

theoretical framework and conceptual aspects of semantic 

knowledge graphs, and it does not delve into the practical 

implementation or real-world applications of such models. 

Secondly, the challenges and difficulties encountered in 

building the semantic knowledge graph model are discussed in 

a general sense, but a more in-depth analysis of these 

challenges and potential solutions is required for practical 

deployment. Thirdly, the study does not provide specific case 

studies or empirical results to demonstrate the model's 

effectiveness in real-world scenarios. Lastly, the study does 

not address the scalability and computational resource 

requirements of deploying large-scale semantic knowledge 

graphs. Further research and empirical validation are needed 

to address these limitations and provide a more comprehensive 

understanding of the practical implications and challenges of 

utilizing semantic knowledge graphs for causal answer 

retrieval. 

 

 

5. CONCLUSIONS 

 

The semantic knowledge graph is a highly effective tool for 

solving a wide range of tasks related to recommendation and 

intellectual search. Its effectiveness stems from its intricate 

structure and its ability to store a vast amount of semantic 

information. Simultaneously, there is a lack of clarity 

regarding the final outcome, making it challenging to 

comprehend the appropriate construction of such an 

architectural design and the requisite technological solutions 

to be employed. However, the semantic knowledge graph is 

currently regarded as a highly promising technological 

solution that has demonstrated its effectiveness in addressing 

a wide range of natural language processing challenges. This 

study presents the key elements and steps involved in 

constructing a semantic network knowledge graph, which is 

used to address the issue of identifying a causal response. 

Furthermore, it is important to acknowledge that the utilisation 

of existing databases for analysis and application of the 

information they contain can be beneficial in implementing the 

knowledge graph. The semantic knowledge graph is a specific 

type of knowledge base that utilises a graphical data storage 

model or topology to effectively integrate into a particular 

system. Semantic knowledge graphs primarily serve as 

repositories for events, situations, and various abstract 

concepts, which are represented in a flexible semantic format 

[37]. 

The study's investigation into the development of a search 

model for a semantic knowledge graph, specifically designed 

to identify causal answers, has noteworthy practical 

implications and provides guidance for future research 

endeavours. First and foremost, it highlights the significant 

importance of semantic knowledge graphs in recommendation 

systems, intellectual search, and knowledge management 

because of their capacity to retain and leverage extensive 

semantic information. Furthermore, it emphasises the 

necessity for additional investigation to tackle the difficulties 

of constructing intricate semantic architectures and choosing 

suitable technological solutions. Furthermore, it highlights the 
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significance of implementing practical uses in different fields, 

utilising pre-existing databases for analysis and improving the 

process of retrieving information. Future research should 

prioritise the improvement of semantic knowledge graph 

construction, scalability, real-world implementation, 

advanced querying techniques, interdisciplinary collaboration, 

and user-friendly design. These areas need to be further 

developed in order to fully utilise the potential of knowledge 

structures for addressing complex causal questions and other 

related matters. 
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