
Employing Hybrid ANOVA-RFE with Machine and Deep Learning Models for Enhanced 

IoT and IIoT Attack Detection and Classification 

Moumena Salah Yassen1 , Raghdah Adnan Abdulrazzq2 , Ahmed Burhan Mohammed3*

1 Software Department, College of Computer Science and Information Technology, Kirkuk University, Kirkuk 36001, Iraq 
2 Business Administration Department, College Administration and Economics, University of Kirkuk Al-Wasti Area Kirkuk, 

Kirkuk 36001, Iraq 
3 College of Dentistry, University of Kirkuk, Kirkuk 36001, Iraq 

Corresponding Author Email: ahmedlogic79@uokirkuk.edu.iq

https://doi.org/10.18280/isi.280420 ABSTRACT 

Received: 18 May 2023 

Revised: 26 July 2023 

Accepted: 11 August 2023 

Available online: 31 August 2023 

The Internet of Things (IoT) has become an integral component in various applications, 

with significant prominence in healthcare and cybersecurity sectors. It is indispensable in 

medical diagnostics, monitoring, decision-support systems, and the safeguarding of 

sensitive data. However, the traditional methodologies have shown limitations in their 

ability to detect and classify all types of attacks effectively. This study presents a robust 

feature selection model, ANOVA-Recursive Feature Elimination (ANOVA-RFE), 

implemented with both Machine and Deep Learning paradigms, aiming to augment the 

security level by enhancing attack detection and classification. The models were trained 

using both the entire feature set and the selected features identified by ANOVA-RFE, 

demonstrating the efficiency and precision of the proposed method. The experiments 

yielded an accuracy of 100% and 99.96% using only the top five selected features from the 

first and second datasets, respectively. Furthermore, the performance of Gaussian Naive 

Bayes (GNB), K-Nearest Neighbors (K-NN), Random Forest (RF), AdaBoost (AB), 

Logistic Regression (LR), Decision Tree (DT), and Long Short-Term Memory (LSTM) 

models are evaluated, showcasing their respective accuracies on the first dataset. A score-

level fusion was also employed, and the results were benchmarked against the current state-

of-the-art, validating the robustness and high precision of the current study. Future work 

should consider analyzing different datasets and addressing further challenges. 
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1. INTRODUCTION

The proliferation of the Internet of Things (IoT) technology 

has permeated various facets of modern life [1]. Concomitant 

with this growth, cybersecurity threats have escalated across 

diverse technology-driven sectors, encompassing healthcare 

applications, smartphones, industrial institutions, and security 

platforms. This surge in threats necessitates robust artificial 

intelligence (AI) solutions for their prevention and detection. 

The traditional AI methodologies, however, have 

demonstrated shortcomings in coping with the swiftly 

expanding volume of monitoring data. Conventional rule-

based systems and machine learning algorithms such as K-

Nearest Neighbor (K-NN), Decision Tree (DT), and Logistic 

Regression (LR) are adversely affected by high dimensionality, 

necessitating effective feature selection to minimize training 

time. 

IoT companies manufacture a multitude of large-scale IoT 

devices considering the distinct characteristics of cloud 

computing, particularly real-time processing. A myriad of 

technologies, including healthcare IoT, big data analysis, 

smart technology, and Industrial IoT (IIoT), are integrated into 

cybersecurity systems [2]. These environments call for 

rigorous monitoring to ensure the security of crucial 

information exchanged within these systems. To address this 

exigency, numerous intrusion detection studies have been 

introduced. IoT-based security systems necessitate specialized 

processes to protect information and impede attackers from 

compromising critical data [3]. Recent advancements in AI 

technologies have unveiled improved encryption approaches 

that safeguard privacy, detect intrusions, and classify threat 

types. 

Several Machine Learning (ML) and Deep Learning (DL) 

algorithms have been introduced in the fields of intrusion 

detection, threat detection, malware detection, and 

ransomware detection in IoT applications [4]. Some of these 

rely on traditional methods, while others enhance security 

levels using more accurate and powerful AI technologies. The 

remainder of this paper is structured as follows: the following 

section reviews recent related work, then the aim and 

objectives of the study are defined. The materials and 

proposed methodology are subsequently detailed. Extensive 

experiments are explicated in the results and discussion 

sections, and the conclusion summarizes the overall work and 

proposes future directions. 

2. LITERATURE REVIEW AND PROBLEM 

STATEMENT

The literature on botnet attack detection and mitigation 

provides several noteworthy contributions. Vinayakumar et al. 
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[5] developed a framework that utilized a two-tier 

environment for monitoring Domain Names and DNS log files. 

Their approach, which leveraged a deep learning architecture, 

yielded a notable decrease in the rate of false alarms and 

achieved an accuracy of 99.2% and 89.9% on DS1-V1 and 

DS2-V2 datasets, respectively. Similarly, Popoola et al. [6] 

proposed a system based on the LAE-BiLSTM architecture for 

botnet attack detection and achieved an accuracy of 91.89% 

on the BotIoT dataset. 

In the context of IoT within healthcare, Hussain et al. [7] 

introduced a framework for malware traffic detection. Their 

methodology involved the use of IoT-Flock software to gather 

information about normal and malicious IoT devices. The 

Random Forest (RF) algorithm emerged as the most effective 

among the Machine Learning (ML) algorithms tested, 

achieving an accuracy of 99.51%. 

Ferrag et al. [8] contributed to the field by introducing a new 

cyber security dataset, named "Edge-IIoTset Cyber Security 

Dataset of IoT & IIoT," derived from IoT and IIoT 

applications. The study produced a high-dimensional dataset 

of 1176 features, which was subsequently reduced to 61 

features. Among the ML classifiers used to develop the attack 

detection system, the RF attained 80.83% accuracy, and the 

Support Vector Machine (SVM) reached an accuracy of 

77.61%. The Deep Neural Network (DNN) architecture 

achieved 94.67% accuracy in a multi-class classification 

scenario involving 15 classes and 96.01% accuracy in a 6-class 

scenario. 

Federated Learning-based intrusion detection systems have 

also been examined. Tang et al. [9] reported higher accuracy 

results with the Federated Learning-based method compared 

to traditional ones when tested on the CICID2017 intrusion 

dataset.  

Further significant contributions have been made in the field. 

Bahadoripour et al. [10] applied a multi-modal deep learning 

model to detect attacks in cybersecurity networks. The model 

exhibited superior performance compared to its predecessors, 

recording a precision of 99%, a recall of 98%, and an F1-score 

of 98% on a dataset derived from the Secure Water Treatment 

system. 

In another noteworthy study, Hussein et al. [11] proposed a 

system that employs fuzzy logic to compute the anomaly score 

of each data point. This system leverages various outlier factor 

methods, namely, the local outlier factor (LOF), the 

connectivity-based outlier factor (COF), and the generalized 

LOF. This approach effectively resolved the ambiguity 

involved in classifying data points as outliers or inliers. 

This approach was further investigated by Rashid et al. [12] 

in the context of industrial IoT systems, with their experiments 

on the Edge-IIoTset dataset yielding an accuracy of 93.92%. 

Hybrid deep learning models have also been applied in 

intrusion detection. Hnamte and Hussain [13] combined 

BiLSTM and CNN architectures to develop an efficient 

system. The model was tested on the CICIDS2018 and 

Edge_IIoT datasets, achieving an accuracy of 100% and 

99.64%, respectively. 

Investigations into IoT network anomaly mitigation 

systems have yielded promising results. Alzahrani and 

Alzahrani [14] proposed a statistical method combining the K-

NN, cumulative sum, and exponentially weighted average 

algorithms to detect DDoS attacks. Their evaluation of the 

model on the Bot-IoT dataset achieved an accuracy of 99%. 

While these studies offer significant advances in attack 

detection, they often overlook certain aspects. A common 

shortcoming is the lack of emphasis on attack classification. 

Additionally, the issue of dimensionality reduction is 

frequently overlooked, leading potentially to unreliable and 

high-cost systems. Moreover, the generalizability of these 

methodologies is often limited due to their validation on a 

single type of IoT application. 

This study aims to address these gaps. It employs two 

different types of datasets (healthcare and cybersecurity), both 

of which consist of high-dimensional big data. Additionally, a 

novel feature selection method is proposed to reduce the 

complexity of the features, enhance system performance, and 

minimize the cost. 

 

 

3. THE AIM AND OBJECTIVES Of THE STUDY 

 

This study aims to build an attack detection and 

classification system in IoT healthcare and cyber security 

applications using feature selection, machine learning and 

deep learning models. The main objectives can be concluded 

as follows: 

1. To investigate the feature selection algorithms and their 

effect on attack detection and classification performance in 

IoT applications and show the effect of dimensionality 

reduction on the performance of ML and DL models in attack 

detection problem. 

2. To build and evaluate a hybrid ANOVA-RFE feature 

selection algorithm to combine the advantages of feature-

based and wrapper-based feature selection algorithms and 

minimize the ML and DL models' training time with 

preserving a high accuracy. 

3. To compare the performance of ANOVA-RFE using two 

high-dimensional big datasets (with different specifications in 

order to validate the proposed method under different 

challenges). 

4. To evaluate the proposed feature selection methodology 

using different performance metrics, including computational 

time, accuracy, precision, recall and F1-score. 

 

 

4. MATERIALS AND METHODS 

 

4.1 Datasets 

 

In the current study, two different datasets were proposed. 

Using two datasets aims to test the proposed feature selection 

algorithm in two different environments. The first choice of 

datasets includes the problem of binary classification (attack 

or Normal) on a high-dimensionality dataset consisting of 52 

columns (51 predictors and one target) in the field of IoT-

based healthcare applications [7, 15]. This dataset has a 

moderate size (188694 records). While the second dataset 

(Edge-IIoTset Cyber Security Dataset of IoT & IIoT [8]) has a 

more complex level since it has 63 columns, 2219200 records 

(big data), and 15 different categories in the target column 

(these categories represent the different types of attacks). This 

dataset contains information on the cyber security of IoT and 

industrial IoT applications. The normal case constitutes 58% 

of the records of the first dataset, while it represents 73% of 

the second dataset's records. 

For the first dataset, the problem is a binary classification 

one in which there are only two cases of targets (Attack: 1, 

Normal: 0). While for the second dataset, the problem is a 

multi-class classification consisting of 15 different attacks, 
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including besides the normal case:  DDoS UDP, DDoS HTTP, 

DDoS TCP, DDoS ICMP, SQL injection, password, 

vulnerability scanner, uploading, backdoor, fingerprinting, 

ransomware, XSS, MITM and port scanning attacks.  

By using these two datasets, the high-dimensionality size, 

large records number, and the binary-vs-multiclass problems 

will also be discussed and compared. So, the current 

methodology will be evaluated under different challenging 

datasets to check its universality. 

 

4.2 Methodology 

 

Figure 1 illustrates the general steps of the proposed system 

applied to the first and second datasets. The main designed 

algorithm (hybrid feature selection method is applied to both 

datasets). 

 

 
 

Figure 1. The proposed methodology 

 

Initially, the dataset is acquired and preprocessed in order to 

get all columns in a numerical form. For the first dataset, three 

separate files are concatenated together to constitute the 

overall dataset. (The attack file, the patient monitoring 

information file, and the environment monitoring information 

file). For the next step, the label encoding algorithm is used. 

This step is essential to guarantee that all columns have 

numerical values so that they can be used in the training 

process. 

The second step is the split of the dataset into a training set 

(75%) and a test set (25%). The training set will be used to 

train models while the test set will be used for the validation 

step. 

For the next step, the proposed hybrid ANOVA-RFE 

feature selection algorithm will be applied in order to select 

the best subset of features (columns) of both datasets. 

Many ML and DL models will be trained using the extracted 

features of the first and second datasets. The trained models 

are K-NN, LR, RF, DT, Gaussian Naïve Bayes GNB, AB, and 

the long-short Term Memory LSTM models. Many training 

scenarios are involved and the result models are evaluated 

using the test set and many performance evaluation metrics, 

including accuracy, precision, recall, F1-score and confusion 

matrix. 

 
4.3 ML and DL models 

 

Many ML algorithms are used for many security options as 

good models to make machines take decisions on critical 

problems (especially in the field of security attack detection 

and classification). In the current study, many ML and DL 

models are used, including RF, K-NN, GNB, LR, DT, AB, and 

LSTM [16]. 

K-NN is one of the common ML non-parametric algorithms 

predicting the category of data sample based on its K-nearest 

neighbors. The main hyperparameters values in K-NN is the 

K value that it's needed to be tuned. K-NN is a very easy and 

effective algorithm in case of small datasets (low 

dimensionality with low number of features) [17]. 

NB is a type of probabilistic algorithm that uses the Naïve 

Bayes theory. NB deals with features as they are independent 

of each other. This algorithm is fast and efficient with high-

dimensional datasets [18]. 

Another non-parametric ML algorithm is the DT model by 

which the input space is divided into regions using some 

decision rules. The input data is split based on a specific 

feature and the idea of information gain. The split operation 

persists until the regions are pure or the stop condition is met. 

The main advantage of this algorithm is that it can process the 

numerical and categorical data. It's considered to be efficient 

in the case of classification and regression algorithms and for 

all data sizes [19]. 

RF, on the other hand, is an ensemble of many decision trees. 

It fuses those models to achieve the best performance and 

reduce overfitting. RF randomly selects a subset of features 

and then creates decision trees for each one. This mechanism 

reduces error and increases accuracy. RF is commonly used in 

both classification and regression models and is suitable for 

large and high-dimensional datasets (too many features) [20]. 

LR model is one of the linear models that are used to predict 

the sample into 0 or 1. Fitting a logistic function to the input is 

the main step in this algorithm. This algorithm is good in the 

case of binary classification on small and medium datasets. 

Another ensemble model is the AdaBoost by which many 

weak models are fused together to build a stronger model. 

AdaBoost works to effectively reweight the data samples in 

each iteration in order to detect the misclassified data samples 

and trained a model using them. The final decision of this 

algorithm is based on the aggregation of predictions of all 

weak models. This algorithm is useful in the case of 

classification problems and is best suitable for small and 

medium datasets. It may cause some overfitting in case of 

high-dimensional datasets [17]. 

LSTM is a deep learning model that is mainly used for 

language and time series processing. It's considered as one 

type of recurrent neural network having a variate memory in 

order to memorize some connections and information about 

the data. This type of deep network can handle long-term 

dependencies by using a cell state that can be erased or updated 

based on the current input and the inputs of previous times [21]. 

 

4.4 Proposed ANOVA-RFE feature selection algorithm 
 

This new algorithm is a hybrid algorithm that combines the 

benefit of both feature-based and wrapper-based methods. 

Since the recursive elimination algorithm eliminate the least 

essential K features of the dataset, it helps to avoid overfitting 

and improve the performance [22]. On the other hand, 

ANOVA can define the most essential features with the 

highest correlation to the target [23]. Combining these two 

advantages gives a very efficient feature selection model. In 

this study, an iterative algorithm of ANOVA-RFE is proposed. 

Details of this method are illustrated in Figure 2. The 

algorithm initially selects the best features using ANOVA 
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select Kbest algorithm with KANOVA=20. After that, the 

RFE algorithm works to select the best KRFE features 

throughout the ANOVA-based selected subset of features 

instead of looking up in the entire dataset. The RFE iterates 

until finding the best accuracy with the best combination of 

features. 

In the proposed feature selection algorithm, the 

hyperparameters KANOVA and KRFE are chosen through a 

trial-and-error process to achieve the best accuracy with the 

best combination of features. First, the KANOVA is set to 20 

to select the 20 best features with the highest correlation to the 

target using the ANOVA select Kbest algorithm. This value is 

chosen based on previous knowledge to ensure selecting a 

moderate number of features can lead to better classification 

performance and reduce overfitting. Second, the RFE 

algorithm works to select the best KRFE features throughout 

the ANOVA-based selected subset of features. The value of 

KRFE is selected based on the number of features in the 

ANOVA-based selected subset. The value of KRFE is varied 

from 5 to 20 and the one that give the best accuracy on the 

validation set is selected. 

 

4.5 Performance evaluation metrics 

 

To evaluate the trained models and the feature selection 

algorithms, many performance metrics can be used, including 

the following [24, 25]. 

 

 
 

Figure 2. ANOVA-RFE proposed feature selection algorithm 

Precision: the percentage of true positive test samples out 

of the entire predictive positives. It's given by Eq. (1). The 

accuracy of positive prediction is measured by this factor. 

 

Precision = true positives / (true positives + false 

positives) 
(1) 

 

Recall: the percentage of true positive test samples out of 

the entire actual positives. Using recall, the ability of model to 

detect all positive cases can be measured. Recall calculation is 

shown in Eq. (2). 

 
Recall = true positives / (true positives + false negatives) (2) 

 

F1-score: a mixture parameter that mixes the precision and 

recall together and is given as in Eq. (3). 

 

F1-score = 2*precision*recall / (precision + recall) (3) 

 

Accuracy: the ratio of all true classified samples to the total 

number of samples. 

Training time: to compare the training time before and 

after the selection step so that the benefit of using a feature 

selection model will appear. 

Confusion matrix: a detailed results explaining the 

individual categories results (precision, recall and F1-socre). 

The confusion matrix plots the result between the true labels 

and the predicted labels for all categories. 
 

 

5. RESULTS 
 

In order to define the best model with the best training 

choice, the following training scenarios are proposed on the 

first dataset: 

(1) Training ML and DL models without feature selection. 

(2) Training ML and DL models with feature selection. 

1) Feature Methods: Variance Threshold 

2) Feature Methods: Select K-Best (K-Highest score 

features) 

3) Feature Methods: Selecting best 10 features 

4) Wrapper methods: Forward Selection 

5) Feature-based and Wrapper-based hybrid method 

(ANOVA_RFE) non-iterative algorithm. 

6) Feature-based and Wrapper-based hybrid method 

(ANOVA_RFE) iterative-based algorithm. 

7) Score-level fusion of the best trained ML models 

(feature selection-based trained models) in which the 

scores of the best three trained models will be weighted 

and summed to configure a fused score. Then the final 

classification decision is made. 

For the second dataset, the best feature selection method 

will be applied and compared to the original entire dataset. 
 

5.1 Results of experiments applied without feature 

selection 
 

5.1.1 Results on the first dataset 

The experiments are first executed on the first dataset 

(binary classification problem). Table 1 shows the results of 

evaluating the trained ML and DL models using the test set of 

the first dataset.  

Table 1 shows that K-NN, RF, DT, and AdaBoost 

algorithms achieve an accuracy of 100% besides all other 

performance metrics which are all 100%. The Next best model 
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is the LSTM model with a 99.94% score on all metrics. 

However, among the best-registered results, DT has the least 

computational time. 

 

5.1.2 Results on the second dataset 

For the second dataset, the experiments are repeated with 

the same parameters of all ML and DL models. Table 2 

illustrates the results of evaluating the trained ML and DL 

models using the test set of the second dataset. For this dataset, 

the weighted average is only listed in Table 2 for each model 

since the number of categories is 15. 

Table 2 shows that K-NN, RF, and DT algorithms achieve 

high performance with a transcendence of the RF model 

(accuracy of 99.99%). However, among the best-registered 

results, DT has the least computational time. Some ML models 

achieve a very low performance using the second dataset 

compared to the corresponding results of the first dataset. This 

is due to the fact that some ML algorithms are affected by the 

huge dataset size and the occurrence of multiple categories of 

the target class. Figure 3 shows the confusion matrix of the 

best-trained model using all features of the first and second 

datasets. 

 

Table 1. Performance evaluation of the ML and DL models trained using the original first dataset (without feature selection) 

 
 Category Accuracy% Precision% Recall% F1-score% Tr-Time 

GNB 

Normal 

Attack 

Weighted Average 

99.86 

99.9 

99.82 

99.86 

99.86 

99.86 

99.86 

99.88 

99.84 

99.86 

284 ms 

K-NN 

Normal 

Attack 

Weighted Average 

100 

100 

100 

100 

100 

100 

100 

100 

100 

100 

1min 13s 

RF 

Normal 

Attack 

Weighted Average 

100 

100 

100 

100 

100 

100 

100 

100 

100 

100 

8.61 s 

AB 

Normal 

Attack 

Weighted Average 

100 

100 

100 

100 

100 

100 

100 

100 

100 

100 

14.1 s 

LR 

Normal 

Attack 

Weighted Average 

98.91 

98.85 

98.98 

98.91 

99.26 

98.44 

98.91 

99.05 

98.7 

98.91 

2.69 s 

DT 

Normal 

Attack 

Weighted Average 

100 

100 

100 

100 

100 

100 

100 

100 

100 

100 

464 ms 

LSTM Deep 

Model 

Normal 

Attack 

Weighted Average 

99.94 

99.93 

99.96 

99.94 

99.97 

99.9 

99.94 

99.95 

99.93 

99.94 

10.2 s 

 

Table 2. Performance evaluation of the ML and DL models trained using the original second dataset (without feature selection) 
 

 Accuracy% Precision% Recall% F1-score% Tr-Time 

GNB 35.35 88.19 35.35 36.81 8.11 s 

K-NN 94.58 94.22 94.58 93.75 1h 56min 48s 

RF 99.99 99.98 99.81 99.89 3min 4s 

AB 78.24 73.85 78.24 74.58 5min 7s 

LR 75.02 61.69 75.02 66.06 3min 17s 

DT 99.45 99.5 99.46 99.41 9.4 s 

LSTM 87.79 88.91 87.8 87.4 102 s 

 

  
(A) RF, DT and AdaBoost (best evaluated models of the first 

dataset) 

(B) The RF model (best evaluated model of the second 

dataset) 

 

Figure 3. Confusion matrixes of the trained models using all features of the first and second datasets: (A), (B) 
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5.2 Results of experiments applied with individual feature 

selection methods 

 

In this part, the feature selection methods, including the 

feature-based and wrapper-based methods will be applied 

(each of which is a sperate training scenario), then the trained 

ML and DL models will be evaluated using the test set. 

Experiments will be applied to both the first and the second 

datasets. 

The ANOVA-RFE method is chosen since it combines the 

benefits of two different feature selection algorithms. While 

ANOVA selects the k-best features with the highest 

correlation to the target feature, RFE eliminates the least 

significant features of the selected subset of features of 

ANOVA step. This hybrid feature selection method can 

effectively reduce the number of features and improve the 

classification performance. The ANOVA-RFE is chosen over 

PCA since PCA sometimes lead to a loss of interpretability 

The ANOVA-RFE is chosen over Lasso because the utilized 

datasets contain a large number of features, and Lasso may not 

be able to effectively select the best features. The ANOVA-

RFE is chosen over ReliefF because ReliefF may not be 

suitable for datasets with a large number of features. 

 

5.2.1 Results on the first dataset 

The first feature selection method is the variance threshold 

with a threshold value of 0. The algorithm leads to 41 out of 

51 features with a reduction rate of (19.6%). The result of 

evaluating models of this scenario is shown in Table 3. 

Table 3 shows that the RF, AdaBoost and DT models 

remain the same performance (100%) even after dropping 

19.6% of the columns. The DT model has the best 

computational time (311ms) which is much less than the 

original DT model trained using the entire columns. 

The second feature selection method is the SelectKBest 

algorithm in which the K features with the highest degree of 

importance will be selected. In the current scenario, two 

experiments are involved; one using K=20 with a reduction 

rate of (60.78%), the another one using K=10 getting a 

reduction rate of (80.39%). The results of training ML and DL 

models using the selected features of "SelectKBest" algorithm 

are illustrated in Table 4. 

Table 4 shows that the RF and AdaBoost models remain the 

same performance (100%) even after dropping 80.39% of the 

columns. The training time of all models has been significantly 

decreased (since the number of features is reduced). The most 

computational time enhancement is related to the K-NN 

classifier with almost (84%) time enhancement. 

For the third feature selection method, the forward selection 

(wrapper methods) is used. In these methods, the sequential 

selection SFS method is used to select the most correlated 

features with the target (best 10 ones). The underlying model 

of SFS is the RF model. The results of this this feature 

selection method are shown in Table 5. 
 

Table 3. Performance evaluation of the ML and DL models using the selected features of the first dataset using Variance 

threshold method 
 

 Accuracy% Precision% Recall% F1-score% Tr-Time 

GNB 99.86 99.86 99.86 99.86 167 ms 

K-NN 99.97 99.97 99.97 99.97 1min 2s 

RF 100 100 100 100 8.9 s 

AB 100 100 100 100 13.2 s 

LR 98.91 98.91 98.91 98.91 2.29 s 

DT 100 100 100 100 311 ms 

LSTM 99.97 99.98 99.98 99.98 7.15 s 

Fusion Best three 99.97 99.98 99.98 99.98 - 

 

Table 4. Performance evaluation of the ML and DL models using the selected features of the first dataset using the "SelectKBest" 

method 
 

 Accuracy% Precision% Recall% F1-score% Tr-Time 

K 20 10 10 10 20 10 20 10 20 10 

GNB 99.9 98.96 99.9 98.98 99.9 98.96 99.9 98.96 77.2 ms 54.5 ms 

K-NN 99.99 99.9 99.99 99.99 99.99 99.99 99.99 99.99 40.6 s 6.47 s 

RF 100 100 100 100 100 100 100 100 9.56 s 8.98 s 

AB 100 100 100 100 100 100 100 100 9.65 s 6.09 s 

LR 98.94 98.5 98.94 98.53 98.94 98.52 98.94 98.52 1.5 s 1.27 s 

DT 100 99.99 100 99.99 100 99.99 100 99.99 216 ms 206 ms 

LSTM 99.92 99.91 99.92 99.91 99.92 99.91 99.92 99.91 2min 23s 5.5 s 

Fusion Best three 99.92 99.9 99.92 99.91 99.92 99.91 99.92 99.91 - - 

 

Table 5. Performance evaluation of the ML and DL models using the selected features of the first dataset using the forward 

elimination method 
 

 Accuracy% Precision% Recall % F1-score % Tr-Time 

GNB 88.75 90.95 88.75 88.4 39.6 ms 

K-NN 100 100 100 100 2.96 s 

RF 100 100 100 100 5.87 s 

AB 100 100 100 100 5.49 s 

LR 99.59 99.6 99.6 99.6 2.52 s 

DT 100 100 100 100 120 ms 

LSTM 99.97 99.97 99.97 99.97 7.15 s 

Fusion 100 100 100 100 - 
F: Forward selection, B: Backward selection. 
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Table 6. Performance evaluation of the ML and DL models using the selected features of the first dataset using the ANOVA-

RFE method 

 
 Accuracy% Precision% Recall% F1-score% Tr-Time 

GNB 99.27 99.28 99.28 99.27 46.2 ms 

K-NN 99.97 99.97 99.97 99.97 2.71 s 

RF 100 100 100 100 5.9 s 

AB 100 100 100 100 6.25 s 

LR 99.14 99.14 99.14 99.14 1.21 s 

DT 100 100 100 100 127 ms 

LSTM 99.97 99.97 99.97 99.97 4.7 s 

Fusion 100 100 100 100 - 

 

Table 7. Performance evaluation of the ML and DL models using the selected features of the second dataset using the ANOVA-

RFE method 

 
 Accuracy% Precision% Recall% F1-score% Tr-Time 

GNB 53.039 90.47 53.04 61.76 1.21 s 

K-NN 99.54 99.56 99.54 99.52 1min 13s 

RF 99.84 99.84 99.84 99.84 2min 26s 

AB 78.24 73.85 78.24 74.58 2min 27s 

LR 78.03 63.94 78.03 69.54 2min 3s 

DT 99.68 99.71 99.68 99.69 4.33 s 

LSTM 98.61 98.7 98.62 98.44 4.65 s 

Fusion 99.68 99.71 99.68 99.68 - 

 

 
 

(A) (B) 

 

Figure 4. Confusion matrixes of the trained RF models using the ANOVA-RFE selected features of the first (A) and second (B) 

datasets 

 

The fourth selection method is the hybrid proposed 

algorithm. For this algorithm, the experiments are first applied 

using specific parameters (number of selected features using 

ANOVA=30, number of features to select using RFE is 10). 

The results of this scenario are shown in Table 6. 

The experiments on the first dataset show that the fusion has 

no enhancement effect. Besides, all feature selection 

algorithms lead to reducing the computational time with 

reserving or a very small decrease in the performance. 

 

5.2.2 Iterating the ANOVA-RFE algorithm on the first dataset 

The proposed ANOVA-RFE feature selection algorithm is 

dynamically performed to determine the optimal number of 

selected features that maintain the accuracy of the best model 

and reduce the training time. Three different numbers of 

selected features are tried and the accuracy is computed for 

each iteration. The results on the first dataset show that the 

algorithm selects the best 10, then the best 8 then the best 5 

features with preserving the same performance 100% of the 

RF model with a training time of only 4.2 seconds (51.22%-

time enhancement compared to the original dataset (8.61 s)) 

and a reduction rate of 90.19%. The list of the best-selected 

features is: ['frame.time_relative' 'ip.src' 'ip.dst' 

'tcp.time_delta' 'tcp.hdr_len']. 

 

5.2.3 Results on the second dataset 

Algorithm (hybrid ANOVA-RFE). The algorithm is applied 

in the same scenario as the first dataset. The result of 

evaluating all ML and DL models trained using the selected 

features of ANOVA-RFE is illustrated in Table 7. 

Table 7 illustrates that the best performance is related to the 

RF algorithm with 99.84% accuracy. The least computational 

time with high performance is the DT algorithm with 4.33 s 

and 99.68% accuracy. 

 

5.2.4 Iterating the ANOVA-RFE algorithm on the second 

dataset 

In this part, the ANOVA-RFE is iterated in order to get the 
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best combination of features with the best performance. 

The results on the second dataset show that the algorithms 

selected the best 10, then the best 8 then the best 5 features 

with 99.98%, 99.98% and 99.96% for the three cases, 

respectively. These results indicate that the best case is the 

case of 5 selected features since the performance decreased 

only by 0.02% while the number of features is decreased by 

91.93%. The training time of RF model using the entire 

features is almost 3 minutes (180000ms) while it is decreased 

to only 158.32ms by using the selected 5 features (i.e., time 

enhancement of 99.9%). The selected five features are: 

'frame.time' 'tcp.options' 'dns.qry.name.len' 'mqtt.conack.flags' 

and 'mqtt.topic'. 

Figure 4 shows the confusion matrix of the best-trained 

model using the 5 selected features of the first and second 

datasets. 
 
 

6. DISCUSSION 
 

In order to demonstrate the effectiveness of the proposed 

feature selection algorithm, the evaluation results of trained 

models that were based on both the entire set of features and 

the selected set of features will be compared. Figure 5 

illustrates this comparison. 

Similarly, for the second dataset, Figure 6 illustrates the 

same comparison., Figure 6 illustrates the same comparison. 

Figure 5(A) illustrates that the performance in the case of a 

feature reduction rate of 90.19% of the original features is 

either the same as the original case (using entire features) or 

has a higher accuracy although the high reduction rate. In the 

case of the GNB model, the accuracy after selection is 

minimized by 0.59%. For the second dataset scenarios, the 

training using the selected subset of features always leads to 

higher accuracy for all ML and DL models. 

Figure 5(B) and Figure 6(B) prove that the computational 

time of the training process using the selected features is less 

than the computational time of the trained models using the 

entire feature set for both datasets. The reducing rate is noticed 

especially for the K-NN model since it is affected by the high 

dimensionality of data. 

 

  
(A) (B) 

 

Figure 5. Accuracy and time-based comparison between using all and selected features of the first dataset (A) Accuracy, (B) 

Time 

 

Table 8. A comparison between the current study and related work 

 
Researcher Methodologies Dataset Results Notes 

Vinayakumar et al. [5] 
Deep learning architecture, two-tier 

environment 
DS1-V1, DS2-V2 

99.2%, 

89.9% 

Limited to binary classification (Normal 

or attack) 

Popoola et al. [6]  
LAE-BiLSTM architecture, binary 

classification 
BotIoT 91.89% 

Limited to binary classification (Normal 

or attack) 

Hussain et al. [7]  
IoT-Flock, ML algorithms (RF, NB, AB, 

LR, DT) 
Not specified 

99.51% 

(RF) 

Limited to healthcare IoT environment 

(due to the utilized dataset type) 

Ferrag et al. [8]  
Feature reduction, ML classifiers (RF, 

SVM, DNN) 
Edge-IIoTset 

94.67% 

(DNN) 

They created a new dataset Edge-IIoTset 

Cyber Security 

Bahadoripour et al. 

[10]  
Multi-modal deep learning model 

Secure Water 

Treatment 

98% (F1-

score) 

Binary classification problem (Normal or 

attack) 

Kumar and Sharma 

[11]  
CNN-based model Not specified 

AUC of 

0.993 

Binary classification problem (outliers or 

inliers) 

Rashid et al. [12]  Federated Learning (FL) Edge-IIoTset 93.92% 
FL method reliability is low, FL has 

limitations (time and accuracy) 

Hnamte and Hussain 

[13]  

Hybrid deep learning model (BiLSTM and 

CNN) 

CICIDS2018, 

Edge_IIoT 

100%, 

99.64% 

No feature selection (High 

dimensionality) 

Alzahrani R. and 

Alzahrani A. [14] 

Statistical method (K-NN, cumulative sum, 

exponentially weighted average) 
Bot-IoT 99% 

DDoS attack detection only (one type of 

attacks) 

Cuurent Study 
RF, LR, DT, K-NN, GNB, AdaBoost, 

LSTM, AVONA-RFE 
Edge-IIoTset 

Cuurent 

Study 

RF, LR, DT, K-NN, GNB, AdaBoost, 

LSTM, AVONA-RFE 
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(A) (B) 

 

Figure 6. Accuracy and time-based comparison between using all and selected features of the second dataset: (A) Accuracy, (B) 

Time 

 

All models in the second dataset scenarios performed better 

in case of feature selection as shown in Figure 6(A). This is 

due to the fact that some features in the original second dataset 

are not just redundant but also make some bias to specific 

classification resulting in classification errors. The 

characteristics of the data and the problem may be more 

complex than in the first dataset scenario (i.e., the second 

dataset may contain some outliers or noisy data so the feature 

selection algorithm can reduce these outliers by removing 

features with too much noise and improve the performance). 

 

6.1 Comparing the current study with related work 

 

In order to specify the importance and efficiency of the 

current study, Table 8 includes a comparison between the 

current study and related work. 

 

6.2 Limitations and future work 

 

The limitations of the current study can be concluded by two 

main issues; the first one is that the proposed ANOVA-RFE 

algorithm needs more experiments using different dataset's 

size and challenges, while the second issue is the using of 

built-in models without creating new ones. The proposed 

feature selection algorithm needs to be evaluated using new 

models. Future work can focus on applying the ANOVA-RFE 

on different datasets with different challenges. Besides, the 

future studies can focus on evaluating the ANOVA-RFE 

algorithm on new DL models. 

 

 

7. CONCLUSIONS 

 

In the current study, a new security attack detection system 

based on machine learning, deep learning and feature selection 

was proposed. A new hybrid ANOVA-RFE feature selection 

algorithm is designed and implemented. Experiments were 

applied on two different datasets and under different training 

scenarios. The first dataset contains 52 columns and 188694 

records, while the second dataset includes 63 columns and 

2219200 records. Tests prove the following: 

(1) The AVOVA-RFE feature selection algorithm 

dynamically selected the best 5 features of the first dataset 

with an accuracy of 100% of the RF model and a 

computational time enhancement of 51.22% and a reduction 

rate of 90.19%. 

(2) The AVOVA-RFE feature selection algorithm 

dynamically selected the best 5 features of the first dataset 

with an accuracy of 99.96% of the RF model and a 

computational time enhancement of 99.91% and a reduced rate 

of 91.93%. 

(3) The main significant of this study is that the proposed 

ANOVA-RFE algorithm improved the accuracy and reduced 

the training time of machine learning models for security 

attack detection. Moreover, the proposed ANOVA-RFE can 

be used in other security applications like ransomware 

detection, malware detection, etc. 

(4) Comparing our study with the previous ones in the same 

field proves the efficiency and transcendence of the proposed 

feature selection algorithm. 

Comparing our study to previous ones proves that the 

current study outperformed the related work, However, it is 

limited to the used datasets, so future studies can focus on 

applying different feature selection algorithms on different 

datasets. However, this depends on the specific utilized 

datasets, models and performance metrics used in this study. 

Future studies can combine the benefits of feature-based and 

wrapper-based methods, such as the mutual information-based 

feature selection algorithm, the genetic algorithm-based 

feature selection algorithms, auto encoder-based feature 

selection algorithm or the deep belief network-based feature 

selection algorithm. Future work could investigate the use of 

more advanced machine learning and deep learning models, 

such as reinforcement learning-based models, graph neural 

networks, or attention-based models. Using of datasets with 

different level of outliers, noise, class imbalance, etc. could be 

a good choice for future works. 
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