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Signal-based cyber attacks pose a significant threat to the integrity, confidentiality, and 

availability of information systems. Intrusion Detection Systems (IDS) monitor network and 

system activities for malicious activity or policy breaches, which are then reported to a 

management station. Due to the high volume of network traffic in cyber networks, real-time 

threat detection is often computationally infeasible. In this study, we explore the use of an 

Artificial Neural Network (ANN) for cyber network threat identification, specifically 

focusing on its application in nonlinear characteristics and network security domains. Data 

reduction is crucial for achieving real-time detection in a Signal-based Cyber Attack 

Detection Model (SCADM). However, traditional CADMs analyze all data features to detect 

patterns of intrusion or misuse, leading to redundancy in detection features. The primary 

objective of this research is to identify computationally efficient and effective input features 

for SCADM. We propose an embedded Signal with ANN-based Intelligent Non-Dependent 

Feature Selection Model (ANN-INDFSM) that effectively extracts signal-based cyber attack 

features and performs feature reduction for accurate detection of signal-based cyber attacks 

while maintaining security. The ANN-based feature selection method was employed for 

eliminating non-salient features and determining dimensionality levels. Given the diverse 

characteristics and pattern types of emerging cyber attacks, tracking them has become 

increasingly challenging. Various methods have been used for feature extraction and 

selection, with the ultimate goal of detecting anomalies in large cyber security datasets. 

Although this process is both time-consuming and computationally demanding, the 

efficiency of machine learning algorithms can be improved by removing unnecessary and 

redundant features. Feature selection (FS) serves as one such method. By utilizing datasets 

containing only a sufficient subset of features instead of the full dataset, the computational 

time required for attack detection algorithms can be reduced. When compared to existing 

models, the proposed ANN-INDFSM demonstrates optimized performance levels, 

providing a streamlined and effective solution for the detection of cyber attacks in signal-

based networks. 
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1. INTRODUCTION

With the exponential growth of the internet, data security 

has become an increasingly pressing issue. Security refers to 

how well a system or network is protected from attacks. The 

three pillars of information security are privacy, data integrity, 

and data availability [1]. The term intrusion is commonly used 

to describe network attacks. Intrusion refers to any concerted 

effort to breach information security measures [2]. Anomaly 

detection is one of major information security concerns. 

Intrusion Detection Systems (IDS) help computers fend off 

malicious intrusion attempts. Network security has come a 

long way from its early days, when only traditional methods 

like encryption, firewalls, VPNs, etc. were used. It is 

impossible to depend fully on static protection measures. This 

increases the necessity of dynamic technique, which may 

check network nodes and identify illegal activities in the 

network [3]. Thus to strengthen the security protocols dynamic 

technique is proposed and termed as Intrusion Detection 

Systems [4]. Intrusion detection system takes online data 

collected from the network then after that observes and 

analyses this knowledge and partitions it into regular & 

harmful activities, present the result to network administrator 

[5]. Due to its limitations in scalability, adaptability, and 

veracity, data mining finds its most widespread application in 

IDS [6]. Info sources for IDS include network logs, host data, 

and more. Data analysis is challenging because of the volume 

of network traffic. This necessitates combining IDS with 

various data mining methods for intrusion detection [7]. 

Cyberattacks pose legitimate safety concerns, necessitating 

the development of a cutting-edge, malleable, and remarkably 

effective IDS [8]. An IDS is a framework or method used to 

detect and differentiate intrusions, attacks, invasions, or 

breaches of the safety schemes autonomously at the network 

level and the host level. Network-based intrusion detection 

systems (NIDS) and host-based intrusion detection systems 

(HIDS) are two types of security infrastructure that classify 

attacks based on their characteristics [9]. If the architecture is 

based on network behaviours, it is known as a NIDS. By 

duplicating the actions of networking equipment like switch, 

routers, and network taps, network tools collect data that can 

be used to identify assaults and other threats hiding in network 
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traffic [10]. The term HIDS refers to a framework that uses 

system workouts in the form of multiple log data acquisition 

on the local host machine or device to discover malware. 

These logs are being fetched locally, using sensors of various 

kinds. In contrast to HIDS's reliance on data from log 

documents, which may include sensor logs, event logs, 

application logs, file systems, disc assets, client account details, 

and a few other elements of each system, NIDS analyses every 

packet of data relied upon within network traffic streams. In 

some establishments, HIDS and NIDS are used together [11]. 

The first line of defense against a security breach is a 

reliable intrusion detection system. Thus, there has been a lot 

of focus on security solutions like firewalls, IDSs, UTMs, and 

IPSs. By collecting data from a wide range of systems and 

networks and then analysing it, intrusion detection systems can 

identify potential security breaches and stop them in their 

tracks. The packet data that traverse a network are analysed in 

two ways by a network based IDS [12]. The issues with 

anomaly based intrusion detection are that it needs to cope 

with unique attack in which there is no previous experience to 

identify the anomaly [13]. This means that anomaly - based 

intrusion detection is still a key topic for research. For this 

reason, experts have been looking at machine learning 

methods for the past several years in the hopes of giving the 

system the ability to tell good traffic from bad or to spot 

anomalies [14]. The IDS model is shown in Figure 1. 

 

 
 

Figure 1. Intrusion detection system 

 

When mining enormous datasets, feature selection is an 

essential pre-processing step that can dramatically boost the 

overall system's performance [15]. The final feature subset is 

generated by the wrapper phase, and the filter phase chooses 

the features with the maximum information gain and directs 

the start of the search procedure for that phase [16]. Feature 

selection's ultimate goal is to narrow down a large pool of 

candidate features to just those that adequately characterise the 

target notion. In both theoretical and practical settings, it has 

been shown to improve learning efficiency, boost predictive 

accuracy [17], and decrease result complexity [18]. The search 

space for the best possible feature selection is exponential in 

E, where E is the number of features. So, it could be 

excessively expensive and impracticable [19]. The wrapper 

model differs from the filter model in that feature selection 

does not rely on a learning process. The filter model's strengths 

lay in its superior generalizability and cheap computational 

cost, both of which are independent of the learning algorithms 

used [20]. The goal of intrusion detection is to uncover illegal 

actions that could compromise a system's integrity and 

performance. Differentiating between benign and malicious 

network activity is difficult in intrusion detection [21]. A 

machine learning algorithm is used in conjunction with feature 

selection algorithms to establish which feature set that yield 

the most significant improvements in accuracy and 

computational processing times [22]. The generated matrix 

gives users a heuristic for determining which based on deep 

learning. 

IDS development has recently benefited from the 

application of Artificial Neural Networks (ANN) [23]. ANN's 

intrinsic speed and the ease with which nonlinear relationships 

between input and output can be represented are two of its 

greatest strengths. Incomplete or skewed data wouldn't stop a 

neural network from processing it [24]. An issue with neural 

network-based methods is that they struggle to understand the 

input-output relationship when the input data has a high 

dimensionality [25]. The primary benefits of ANNs over 

conventional IDSs lie in their enhanced capacities for learning, 

classification, rapid data processing, and self-organization. 

Because of these benefits, Neural Networks can enhance IDS 

performance [26], and AI methods can boost IDS/IPS potency. 

The ANN process in analyzing and generating the output is 

shown in Figure 2. 

 

 
 

Figure 2. Artificial neural networks 

 

Advanced IDSs are defined as host-based or network-based 

computer programs that monitor their surroundings and 

behave flexibly to improve detection accuracy [27]. These 

programs determine what must be done in an environment by 

learning that setting and then applying inference rules to the 

data. A smart IDS can make decisions and validate constraints. 

Most intelligent systems either utilize rules to make decisions 

or agents to do so. As a result of proposing smart methods for 

preprocessing and efficient categorization [28], smart 

intrusion prevention systems have been developed. When 

compared to other methods, the detection rate offered by such 

IDSs is superior. In order to acquire a subset of attributes that 

accurately characterise the given problem with a minimal loss 

of performance, extraction of features involves identifying the 

relevant characteristics and rejecting the unnecessary ones 

[29]. There are many benefits to doing so, including enhancing 

the efficiency of machine learning algorithms, better 

comprehending data, learning more about the process through 

better visualisation, reducing data size, lowering storage needs, 

and cutting down on processing expenses.  

In classification, a classifier is trained from a training set of 

labelled data instances, and then used to categorize a training 

set into one of the groups in testing. A classifier is learned 

during the training phase by ingesting the available labelled 
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training data [30]. In the testing phase, the classifier is used to 

determine whether a test case is typical or out of the ordinary. 

Intrusion detection methods that rely on classification can be 

run with a single-class classifier or several classes. IDS 

methods based on uni class classifications presume that each 

training case has a unique class label. These methods use a 

one-class classification method to learn a racially 

discriminatory boundary around the typical examples. Any 

data sample that fails to fit the boundary established by the 

learning process is flagged as abnormal. In this research, an 

effective ANN based intellectual non dependant feature 

selection model is proposed that effectively extracts the signal 

based cyber attack features and performs feature reduction for 

accurate detection of signal based cyber attacks to maintain 

security. The proposed model feature dimensionality 

reduction reduces the features selected for intrusion detection. 

The independent features are only considered for training the 

ANN model that accurately detects the intrusions. The 

proposed model performs the memory optimization with the 

reduced feature set and also the time complexity levels are 

very much reduced than the traditional models. 

 

 

2. LITERATURE REVIEW 

 

Concerns over security and privacy have been sparked by 

the rapidly growing number of linked computing devices, the 

prevalence of wireless networking, and the inclusion of cyber-

physical-social systems. Recent years have seen the 

incorporation of machine learning (ML) techniques into the 

creation of IDS, which are widely regarded as a very efficient 

kind of defence. Traditional ML-based IDS, which 

necessitates considerable computing resources such as 

restricted energy source, computational power, and memory, 

is not suited for running on Internet of Things (IoT) devices. 

Therefore, the goal of this research is to create a small ML-

based IDS that is optimised for low-powered gadgets. In 

particular, IM-Personation Attack detection using the deep 

auto-encoder and feature-abstraction (IMPACT), a 

lightweight machine learning (ML)-based intrusion detection 

system, is proposed by Lee et al. [2]. Using a stacked 

autoencoder (SAE) and a C4.8 wrapper, we can reduce the 

number of features for deployment and execution on resource-

constrained devices based on deep features training and 

gradient-based Support Vector Machines (SVM). In order to 

spot impersonation attacks, the IMPACT has been trained on 

the Aegean Wi-Fi Hacking Dataset (AWID). 

The proliferation of wirelessly connected gadgets has both 

beneficial and undesirable outcomes. While it facilitates a 

wide variety of human activities, the wireless nature of the 

medium makes the system susceptible to attack. Using cutting-

edge anomaly detection methods, an IDS may monitor 

network traffic for signs of intrusion. It has been possible to 

tell good traffic from bad using deep learning models. A major 

obstacle to using machine learning for IDS has been 

translating tables into images prior to image classification. 

New tabular data projection into 2-coded colour mapping is 

proposed for IDS applications. In order to achieve desirable 

dimensionality, the suggested approach uses a feature 

selection technique proposed by Aminanto et al. [3]. To 

determine how the traits are related to one another, the author 

analysed groups of attributes with varying sizes. To further 

categorise Wi-Fi attacks, it employs a model based on 

Convolutional Neural Networks (CNNs). Using the Aegean 

Wi-Fi Intrusion Dataset, the most popular dataset for Wi-Fi 

intrusions, the suggested model (AWID2) is tested. 

In order to automatically and quickly identify and 

categorize network and host-level signal based cyber attacks, 

supervised learning techniques are frequently employed in the 

development of IDS. Malicious assaults provide a number of 

difficulties, however, because they are dynamic and happen in 

high volumes, necessitating a scalable response. The cyber 

security community can access a variety of publicly available 

malware datasets to do additional study. However, there is 

currently no research that compares and contrasts the efficacy 

of different machine learning algorithms using a wide range of 

publicly available datasets. Since malware is always evolving 

and using new attack vectors, it is important to regularly 

update and benchmark publically available malware datasets. 

Vinaya kumar et al. [5] investigated the use of a deep learning 

model (DNN), a form of learning algorithm, to build a robust 

IDS that can identify and categorise signal based cyber attacks 

that cannot be predicted in advance. The need to evaluate 

diverse datasets collected over the years using static and 

dynamic methods is a direct result of the dynamic nature of 

network behaviour and the quick growth of attacks. Research 

of this nature helps pinpoint the most efficient system for 

spotting future cyber attacks. Extensive studies comparing 

DNNs and other classical learning techniques classifiers on 

many available to the public benchmark malware datasets are 

presented, along with a detailed evaluation of the results. 

KDDCup 99 dataset is used in this model and the hyper - 

parameters selection techniques are analyzed to determine the 

best possible network parameters and topologies for DNNs. 

The proliferation of IoT devices has led to an increase in 

cybercrime and highlights the need for better network and 

system protections. With the proliferation of IoT devices and 

services, cyber security has emerged as a complex subject to 

oversee. Today's network intrusion detection solutions rely 

heavily on deep learning-based signatures of malicious traffic 

IDS. Intrusion detection in networks has been a topic of deep 

learning methodology. An RNN has several potential uses. 

The first contribution of this research made by Ullah et al. [6] 

is a unique deep learning model for abnormal identification in 

IoT networks by means of a recurrent neural networks. The 

suggested model for IoT network anomaly detection is 

implemented utilizing Long Short Term Memories (LSTM), 

Bi-LSTM, and Gated-Recurrent Units (GRU) methods. When 

it comes to feature learning, CNNs shine because of their 

ability to examine input features without discarding any 

relevant information. The author then devised a 

convolutional/recurrent neural network hybrid model for deep 

learning. The author concluded by proposing a minimal deep 

learning approach for classification that makes use of LSTM, 

Bi-LSTM, and GRU based techniques. The NSL-KDD, BoT-

IoT, IoT-NI, IoT-23, MQTT, MQTT-set, & Connectivity 

datasets are used to test the accuracy of the proposed deep 

learning models. The suggested classification and binary 

classification method outperformed state-of-the-art deep 

learning implementations in terms of precisions, re-call, and 

F1 score. 

Power system reliability depends on accurate and prompt 

reactions to abnormal conditions. It is crucial to provide an 

accurate method for the categorization of activities and 

abnormalities in the power grid so that the operators or the 

automated reply system can take timely action during system 

crises. In order to develop dataset for event and intrusion, the 

humongous amounts of moment data generated by the phasor 
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measuring devices can be merged with logs from those other 

elements in the power grid. In order to better categorize 

emergencies and signal based cyber attacks, Hong et al. [9] 

presented the outcomes of implementing deep learning 

techniques to open dataset acquired from a power grid testbed. 

Three distinct recurrent neural network (RNN) architectures 

are explored and evaluated for their ability to classify events 

into binary and multiclass categories. 

Due to the exponential increase in complex and an ever 

cyber threats and attacks, the entire IoT infrastructure is in 

disarray. The IoT is part of the infrastructure of connected 

devices, which presents serious security concerns. The 

primary focus of cyber threat analysis is the identification and 

prevention of complex network-based threats and attacks, 

making it an integral part of any network security 

infrastructure. It also necessitates the network security 

provided by the examination and categorization of malicious 

actions. In this research, Qureshi et al. [10] introduced a DL-

enabled spyware detection scheme that makes use of a hybrid 

methodology based on the coupling of a DNN with Long 

Short-Term Memory (LSTM) for the important instructional 

of multi-class malware attacks in IoT infrastructure. 

Cyber-Physical Systems (CPS) such as those used to 

regulate transportation, manufacturing, and utilities frequently 

employ deep neural networks (DNNs). DNNs, however, are 

susceptible to attacks from what are known as adversarial 

examples, which are carefully crafted input samples. One of 

the most useful tools for discovering vulnerabilities in neural 

networks and fixing them is the adversarial attack. To gain the 

direction of creating adversarial samples, existing methods, 

such as the state-of-the-art black-box attack, create faulty 

queries with a reduced success rate. Kuang et al. [13] 

presented an adversarial approach on black-box DNNs using a 

CMA-ES. In the first place, a powerful strategy for decreasing 

the quantity of bad requests is shown. Second, the author 

suggested a black-box assault wherein adversarial samples are 

generated automatically to match a high-dimensional-

independent Gaussian-distribution of the local optimal 

solution. In order to make the procedure of perturbation 

reduction more seamless, a novel CMA-based perturbations 

compression method is employed. 

The internet is expanding rapidly, with numerous web-

based apps to meet the varied requirements of today's 

consumers. However, the widespread adoption of online 

services has opened them up to significant vulnerabilities in 

terms of data safety and dependability. Cyber threats, on the 

other hand, have evolved alongside technical progress, 

blending formerly separate attack vectors into increasingly 

complex and dangerous wholes. Since both the frequency and 

sophistication of signal based cyber attacks are only expected 

to rise, it is critical that strengthening of defences against them 

is performed. This study's goal is to evaluate competing neural 

network models for their ability to identify harmful from 

benign behavior that is analyzed by Albahar et al. [15]. Two 

datasets are used to train, validate, and test the models under 

scrutiny. The confusion matrix is used to evaluate the accuracy 

of the models under scrutiny. Binary categorization and multi-

class categorization are used to assess the models for the 

cyber-physical subsystems dataset. Since the KDD dataset 

only has two categories—regular and harmful, a binary 

classification method is required. When comparing binary 

classification to multi-class classification, the outcomes are 

often more promising for binary classification. PNN models 

have the best results, while GRNN models are the quickest. 

Despite PNN's somewhat longer runtime compared to the 

GRNN strategy, users can confidently declare it to be the best 

choice for data with the achievable trade-off between 

performance and runtime. 

Industrial Control Mechanisms (ICMs) are made far more 

susceptible to signal based cyber attacks due to their 

incorporation of communications systems and IoT, with 

potentially catastrophic results. Classical IDSs rely heavily on 

predetermined models and are primarily trained on certain 

cyber-attacks; they are primarily designed to support IT 

systems. Furthermore, many IDSs do not take into account the 

asymmetrical character of ICS datasets, leading to poor 

precision and a high rate of false positives when deployed. In 

this research, Al-Abassi et al. [16] suggested a deep learning 

approach to create novel representations of an imbalanced 

dataset that are more fair. With these updated representations, 

a deep learning detection and prevention model tailored to an 

ICS setting may be trained. The suggested attack detection 

model makes use of Deep-Neural-Network (DNN) and 

Decision-Tree (DT) classifiers to spot signal based cyber 

attacks using these updated models of data. Ten-fold cross-

validation on two independent real-world ICS datasets is used 

to assess the quality of the proposed model. 

Artificial intelligence and smart approaches have been 

implemented, and have become hotly discussed subjects in 

industrial cyber-physical systems, in tandem with the growth 

of the Industry 4.0 [19]. While there has been progress in the 

field of cyber-physical security protection, intelligent anomaly 

detection for recognizing cyber-physical threats to ensure the 

efficiency and safety of the workplace is still a hard issue. To 

solve the over-fitting problem and improve the precision of 

intelligence anomaly detection in industrial CPS, Zhou et al. 

[19] presented a few-shot learning model using a Siam 

convolutional neural network (FSL-SCNN). Using optimal 

feature representations, distances between input samples can 

be calculated using a Siam CNN encoding network. To further 

improve the training process's efficacy, a strong cost function 

design is then provided, one that takes into account three 

distinct losses. Finally, a smart anomaly-detection algorithm 

has been created. 

 

 

3. PROPOSED METHODOLOGY 

 

It is of interest to utilize statistical modeling via 

computational means to forecast whether unseen observations 

are signal based cyber attacks and the intensity of those attacks 

based on data from controlled cyber threat and intrusion 

exercises, which is essentially participatory simulation. Cyber 

anomaly and threat detection is a topic of intense research 

interest nevertheless, doing so requires analyzing a massive 

amount of data. This would be a Big Data challenge with high 

data velocity in a real-time setting. In order to enhance 

response time and data storage, it is necessary to identify a 

smaller selection of important data elements to monitor. 

Therefore, this research primary objective is to develop a 

dimensionality reduction model for cyber security, one that 

ranks and identifies the most important traits for threat 

identification. It will be achieved via the creation and 

implementation of a feature dimensionality reduction strategy 

based on classifiers. 

Although linear discriminant analysis has been used in 

previous cyber security studies to account for error when 

evaluating the importance of individual characteristics, this 
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factor was not taken into account when deciding how many 

features to utilize for classification. In this research, an end-to-

end methodology is established for identifying signal based 

cyber attacks using feature extraction from network traffic 

data and subsequent feature selection using classifier-based 

algorithms. While ANNs have been used for cyber intrusion 

detection before they have not yet been used to estimate the 

importance of cyber features. Classifier models based on 

ANNs are utilized to identify relevant information for threat 

detection. This technique is used to provide insight into what 

data is most relevant for detecting signal based cyber attacks 

by combining the classification and feature relevance ranking 

tasks. 

Feature selection is crucial in the detection of signal based 

cyber attacks. It has been demonstrated that learning 

algorithms' efficacy might be negatively impacted by 

redundant and/or irrelevant features. There is currently no 

accessible automatic and efficient feature selection approach 

that can help capture the primary properties of the data across 

a variety of operational settings. Conventional forward feature 

selection based on feature ranking is commonly employed in 

data processing. Gain in knowledge is a popular statistic used 

to rank characteristics. Information gain has one major 

drawback: it requires joint probability distribution functions of 

characteristics and target classes. Training data is typically 

used to get the necessary information to learn these functions. 

When there are many classes and features to choose from, the 

learning process slows down. In addition, if the sample sizes 

of the various classes are not roughly equal, the estimation will 

be off. 

Convolutional, pooling, and fully connected layers make up 

convolutional neural network (CNN) architecture that is 

applied on this research. The three layers that make up CNN 

are the convolutional layer, the pooling layer, and the fully 

connected layer. This group of neural networks is used to 

analyse information using a grid structure. In a CNN, the 

convolution layer performs the bulk of the processing. After 

applying K filters towards the input volume, K 2-dimensional 

activation maps are generated. The output volume is the result 

of stacking K activation maps all along hidden layers of 

intrusion data records. The fully connected (FC) layer couples 

every input to every neuron in the network. After that, the 

squished vector travels through some more FC layers, which 

is often where the mathematical functions operations are 

carried out. At this stage, the process of categorising the data 

is performed as normal or intrusion. If a CNN design includes 

an FC layer, it is usually the last layer in the network that 

predicts the intrusions in the network. 

It is possible to keep monitoring on the entire network 

because the IDS module is installed on the network IDS. By 

scanning all data packets that traverse the network, this 

Intrusion Detection System can uncover any suspicious 

behavior. That is because the IDS host installs its module on 

every client in the network. Selecting and ranking features is a 

crucial challenge in intrusion detection. Eliminating 

unnecessary features improves IDS performance by increasing 

detection accuracy and reducing computation time. The 

effectiveness of the learning algorithm is affected by the 

uniqueness of the features and the number of features used 

during training. Selecting suitable training settings and a 

strong subset of features are crucial concerns for enhancing the 

IDS's accuracy and overall performance. In this research, an 

effective ANN based Intellectual Non Dependant Feature 

Selection Model is proposed that effectively extracts the signal 

based cyber attack features and performs feature reduction for 

accurate detection of signal based cyber attacks to maintain 

security. 

 

Algorithm ANN-INDFSM: 

 

do 

 

Input: Intrusion Detection Dataset {INDTSET} 

 

Output: Intrusion Prediction List {IPL} 

 

The intrusion detection dataset is considered and the data 

set undergoes pre processing. The term data preparation refers 

to the steps used to clean and organize data before it is 

analyzed. Since raw data is not used for analyzing, the pre 

processing process is equally crucial for machine learning. The 

pre processing is performed as 
 

𝐷𝑇𝑆𝐸𝑇 =∑𝑔𝑒𝑡𝑉(𝑖) + 𝑎𝑣𝑔𝑉(𝑀 − 𝑖, 𝑖) − 𝐺(𝑖)

𝑀

𝑖=1

 

 

𝐼𝑁𝐷𝑇𝑆𝐸𝑇 =
𝑀𝑎𝑥(𝐷𝑇𝑠𝑒𝑡(𝑖 + 1)) − 𝐺(𝑖)

√∑ (max(𝐷𝑇𝑠𝑒𝑡(𝑖 + 1))) − min(𝐷𝑇𝑠𝑒𝑡(𝑖))
𝑀
𝑖=1

+ 𝑇(𝑖) 
 

Here G is the function that extracts the special symbols in 

the dataset. avgV() function is used to find the mean average 

value for every 2 records in the dataset. The removed values 

are filled with the threshold value T in the cleaned dataset. 

After cleaning the data, the features are extracted from the 

dataset to initiate the training of the model. The features of the 

dataset are completely extracted where the process is 

performed as 
 

FSet(INDTSET(r))

=
max(𝐼𝑁𝐷𝑇𝑆𝐸𝑇)

len(𝐼𝑁𝐷𝑇𝑆𝐸𝑇)

∗∑len(G) +

M

i=1

(maxValue(𝑖 + 1)

−
minValue(i)

2
)

+ [∑𝑚𝑒𝑎𝑛(𝑖 + 1)

𝑖=1

+
𝑚𝑎𝑥𝑉𝑎𝑙(𝑖) − 𝑚𝑖𝑛𝑉𝑎𝑙(𝑖 − 1)

𝑐𝑜𝑢𝑛𝑡(𝑖)
] 

 

The features extracted are considered for allocation of 

weights. The weights are allocated based on the features 

dependency and non dependency levels. The weight allocation 

process is performed as 
 

𝑊𝑒𝐹𝑠𝑒𝑡(𝐹𝑆𝑒𝑡[𝑀])

=∑ ∑ max(𝐹𝑠𝑒𝑡(𝑔𝑒𝑡𝑉𝑎𝑙𝑢𝑒(𝑖)))

𝑗=𝑖+1

𝑖=1

−min(𝐹𝑠𝑒𝑡(𝑔𝑒𝑡𝑉𝑎𝑙𝑢𝑒(𝑗)))

+ log ( max
1≤i,j≤M

Fset(i) + simm(i, j)) 
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Here WeFset is the set that contains weights that are 

allocated to the features. Each features is allocated a weight 

based on the correlation value. 

The non dependant feature selection process is performed to 

generate the final feature subset. The feature subset features 

will be used to train the models. Instead of considering all 

features, the feature subset will consider the best and most 

useful features for the intrusion detection model. The proposed 

model framework is shown in Figure 3. 

An artificial neural network is a network in which 

computational elements or neurons are connected in a 

predetermined structure. It can generalize from sparse, 

imperfect data and learn from examples. ANN has been used 

well in many types of data-heavy programs. An input layer, 

several hidden layers, and a output layer make up a neural 

network. An equal number of neurons can be found in each 

successive layer. A neural network receives data at its input 

layer, processes it at its hidden layers, and returns the result at 

its output layer. Figure 4 depicts a common type of neural 

network model that includes a hidden layer. 

Figure 3. Proposed model framework 

Figure 4. Neural network model 

In order to increase accuracy level, a deep learning model is 

employed with layers representing features for intrusion 

detection. Weighted features are divided by a permutation 

layer by estimating the presence of the layer. If extracted 

feature mappings sets like map D and map E are created by 

summing their convolutions, various convolution kernels can 

be identified. It is standard procedure to input the attributes, 

add up the weighted features to make the final prediction set. 

The hidden layer processing is performed by providing the 

required inputs and the process is performed as: 

𝐻𝐿𝑎𝑦𝑒𝑟(𝐼, 𝑂, 𝐹, 𝐿)

= ∑ max(𝑊𝑒𝐹𝑠𝑒𝑡(𝐹(𝑖))) −
min(𝑊𝑒𝐹𝑠𝑒𝑡(𝐹(𝑗)))

L

𝑀

𝑖=1,𝑗=𝑖+1

∗ 𝑐𝑜𝑢𝑛𝑡(𝐹𝑆𝑒𝑡)

+
max(𝐹(𝑖 + 1, 𝑗 + 1)) + ∑ max(𝑊𝑒𝐹𝑠𝑒𝑡(𝐹(𝑗 + 1)))𝑀

𝑗=𝑗+1

min(𝑊𝑒𝐹𝑠𝑒𝑡(𝐹(𝑗 − 1)))

+ 𝑇

Here I is the input, O is the output, F is the features allocated 

with weights and L is the length of the features selected. 

Each neuron in this network receives input from M different 

sources, and the weights assigned to these sources add up to a 

total. Bi is the bias value that is multiplied by the activation 

function's input. First, we define the inputs to a neuron as B1, 

B2, B3,..., BM, the weights as We1, We2, We3,..., WeM, the 

bias as Bi, and the output of the neuron as O, where an is the 

result of solving for B. where F is the activation function 

utilized to obtain the layer's output for use as input to the 

following layer. An artificial neural network consists of nodes 

and weights that must be learned based on the existing patterns. 

The activation function and the hidden layer analysis and 

output generation of final feature subset is performed as 

𝑎𝐹 = 𝐹(∑𝑊𝑒𝑖 ∗ 𝐼𝑖 + 𝐵𝑖)

𝑀

𝑖=0

𝑎𝐹 is the activation function applied on feature subset. 

The final feature subset is used for intrusion detection in the 

cyber network. The intrusions are detected and the prediction 

list is generated that indicates nodes causing intrusions in the 

network. The prediction list is generated as 

𝑃𝑟𝑒𝑑𝑆𝑒𝑡(𝑊𝑒𝐹𝑠𝑒𝑡[𝑀])

= max (𝐻𝐿𝑎𝑦𝑒𝑟(𝐹𝑆𝑒𝑡(𝑖)))

−∑
max(aF(i))

min(Ii)
∗ Bi

𝑖=1

+ min(HLayer(Fset(i + 1)))

Done 

4. RESULTS

Over the past decade, signal based cyber attacks have 

evolved into a major problem. There have been a number of 

attempts to develop ways for detecting signal based cyber 

attacks, each with varying degrees of success. In this research, 

a new feature selection approach for detecting and classifying 

signal based cyber attacks in a distributed setting is proposed. 

The network's regular state and the various attack kinds are 

both represented as distinct data classes. The proposed 

technique generates a set of pairwise feature subsets, selected 

for discriminating that class from each of the other classes, for 

each local binary classifier. This is in contrast to typical feature 

selection methods, which choose a distinct feature subset for 

each local binary classifier. It is demonstrated that the new 

feature selection strategy is superior in its ability to choose all 

pertinent features, leading to enhanced detection and 

classification precision. 

In this research, an effective ANN based Intellectual Non 
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Dependant Feature Selection Model (ANN-INDFSM) is 

proposed that effectively extracts the signal based cyber attack 

features and performs feature reduction for accurate detection 

of signal based cyber attacks to maintain security. The 

proposed model is implemented in python and executed in 

Google Colab.  

The dataset is considered from publicly available dataset 

provider kaggle with the link 

https://www.kaggle.com/datasets/sampadab17/network-

intrusion-detection. The dataset containd 125674 records in 

which the dataset is divided into training and testing purposes 

in the ratio 80:20. The dataset for the audit was provided, and 

it contains many different types of simulated intrusions in a 

military network. It simulated a common US Air Force LAN 

to provide a setting for collecting raw TCP/IP dump data from 

a network. Several simultaneous attacks were directed at the 

Network to make it feel more like a real world scenario. Data 

travels from a source IP address to a destination IP address in 

accordance with a predefined protocol over the course of a 

connection, which is specified as a sequence of TCP packets 

beginning and ending at a certain time period. The proposed 

model is compared with the traditional hybrid intrusion 

detection system based on a CFS-DE feature selection 

algorithm (HIDS-CFS-DE-FSA) [1]. The results represent that 

the proposed model performance in feature subset generation 

is high. 

The choice of features is a crucial step in developing IDS. 

The term feature extraction is used to describe the procedure 

of converting unstructured data into a set of quantifiable 

features that may be further processed without losing any of 

the original data's contexts. In order to reduce the size of a 

dataset, feature extraction typically involves the generation of 

additional features from preexisting ones. As a result, this new, 

smaller set of features should be able to effectively describe 

the original set of features. The feature extraction accuracy 

levels of the existing and proposed models are shown in Figure 

5. 

 

 
 

Figure 5. Feature extraction accuracy levels 

 

Feature extraction is used to learn new features from the 

existing data set in order to discover relevant features in the 

data. By linearly combining the preexisting features, the 

feature extraction method provides us with a set of brand new 

features. All of the values for the new set of features will be 

different from the old set. The ultimate goal is to reduce the 

number of features necessary to adequately represent a 

problem space. The feature extraction time levels in 

milliseconds of the proposed and traditional models are shown 

in Figure 6.  

 
 

Figure 6. Feature extraction time levels 

 

When considering features, it is common practice to give 

each feature a varied amount of weight in the overall feature 

set. The feature weights are allocated for each feature based on 

the correlation value. The feature weight allocation accuracy 

levels of the proposed and traditional models are shown in 

Figure 7. 

 

 
 

Figure 7. Feature weight allocation accuracy levels 

 

Feature Selection is a technique for narrowing down the 

data used in proposed model by keeping only the most 

pertinent information and discarding irrelevant details. A 

subset generation method is a search method that uses certain 

search strategies as a sequential search to pick feature subsets. 

Feature selection, also known as spatial selection, attribute 

selection, or variable subset selection, is a technique used in 

machine learning and statistics to narrow down a large pool of 

potential features to a manageable subset of useful variables 

and predictors. The Figure 8 shows the Non Dependant 

Feature Selection Model Time in milliseconds Levels of the 

traditional and proposed models. 
 

 
 

Figure 8. Non dependant feature selection model time levels 
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Figure 9. Non dependant feature selection model accuracy 

levels 

 

Feature subset selection involves finding and discarding as 

much superfluous data as feasible. As a result, learning 

algorithms can function with greater efficiency and speed up 

the reduced dimensionality of the data. Feature Selection is a 

technique for narrowing down the data used in the model by 

keeping only the most pertinent information and discarding 

irrelevant details. The Figure 9 represents the Non Dependant 

Feature Selection Model Accuracy Levels of the existing and 

proposed models. 

When a legitimate action is misidentified as malicious by 

IDS, this is known as a false positive or false alarm. One 

definition of a false positive is an unwarranted positive result. 

The most severe and potentially harmful state is a false 

negative state. This happens when an attack is actually being 

carried out but is mistakenly labelled as acceptable by the IDS. 

The false alarm rate levels of the existing and proposed models 

are shown in Figure 10. 

 

 
 

Figure 10. False alarms rate levels 

 

In order to detect and counteract malicious activities, a 

network intrusion detection system is essential. An intrusion 

detection system's main benefit is that it may alert system 

administrators if there is a chance that an intrusion is taking 

place in the network. An intrusion detection system can be 

used to examine both the frequency and nature of attacks. As 

a result of this data, businesses will be able to improve their 

security measures. Businesses can also benefit from intrusion 

detection systems by fixing configuration errors and spotting 

flaws in their network devices. The Intrusion Detection 

Accuracy Levels of the existing and proposed models are 

shown in Figure 11. 

 

 
 

Figure 11. Intrusion detection accuracy levels 

 

 

5. CONCLUSION 

 

The Internet's popularity and the number of connected 

devices are expanding at a lightning rate as a direct result of 

the exponential development of technology. There has been a 

rise in the amount and heightened risk of network traffic as a 

result of this development. Learning intrusion detection 

systems have been developed with the goal of discovering 

previously unknown and complex attacks. Machine learning-

based models are widely used in intrusion detection systems 

due to their high accuracy and speed. In today's technology 

world, where more and more people rely on electronic and 

digital technologies, protecting their privacy and security 

online has become a hot concern. As a result, cyber security 

researchers are always looking for novel and effective 

methods to combat online threats. An IDS is designed to ward 

off hacking attempts on a computer or network. In other words, 

it lessens the chances of harm occurring to a system from 

outside sources. Classifying design models by the feature 

reduction techniques they employ facilitates analysis. The 

results suggest that by paying close attention to the feature 

selection approach, the classifier's prediction performance 

may be enhanced in terms of high detection rate and accuracy, 

low false alarm rate, and shorter training and testing times. In 

this research, an effective ANN based Intellectual Non 

Dependant Feature Selection Model is proposed that 

effectively extracts the signal based cyber attack features and 

performs feature reduction for accurate detection of signal 

based cyber attacks to maintain security. The proposed model 

achieves 97% accuracy level in detecting intrusions. In future, 

the model can be optimized by applying hybrid optimizations 

models and the training samples can also be increased that 

further improves the detection rate. 
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